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1.0 Introduction to Computer Graphics

Today, we find computer graphics used routinely in such diverse areas as science, engineering,
medicine,businessjndustry, government, art, entertainment, advertising, education, and training.

A major use of computer graphics is in design processes, particularly for engineering and
architectural systems, but almost all products are now computer desigpmputeraided design

(CAD) methods are now routinely used in the design of buildings, automobiles, aircraft, watercratft,
spacecraft, computers, textiles, and many, many other products.

There is virtually no area in which graphical displays cannot be used to soamtaaty and so it is

not surprising to find the use of computer graphics so widespread. Although early applications in
engineering and science had to rely on expensive and cumbersome equipment, advances in
computer technology have made interactive cateqgraphics a practical tool.

2.0  Objectives

On completing this unit, you would be able to:

1. Explain the various application areas of computer graphics
2. Understandhe elements of a Graphic system.
3. Explain Graphics processing unit and its various forms

3.0 Main Content

3.1 A Graphics System

A computer graphics system is a computer system; as such, it must have all the components of a
generalpurpose computer system. Let us start with the-lagal view of a graphics system, as
shown in the block diagram in Figuiel(a). Thee are six majoelements in the Graphgystem:

1. Input devices

2. Central Processing Un(€CPU)

3. Graphics Processing UiGPU)

4. Memory

5. Frame buffer

6. Output devices

This model is general enough to include workstations and personal computers, interactive game
systems, mobile phones, GPS systems, and sophisticated image generation systems. Although most
of the components are present in a standard computer, it is the way each element is specialized for



computer graphics that characterizes this diagram as a poftraigraphics system complete
graphic system is shown in figure 1.1(a).

Central Graphics Frame

; 7 B processor processor buffer
Ty —— CPU GPU
Memory Memory

Figure 1.1(a): A graphic systerngel et al.1991)

3.2  Applications of Computer Graphics

The development of computer graphics has been driven both by the needs of twmsanity

and by advances in hardware and software. The applications of computer graphics are many and
varied; we can, however, divide them into four major areas:

a) Display of information

b) Design
C) Simulation and animation
d) User interfaces

Although manyapplications span two or more of these areas, the development félthevas
based on separate work in each.

3.2.1 Display of Information

Classical graphics technigques arose as a medium to convey information among people. Although
spoken and written lguages serve a similar purpose, the human visual system is unrivaled both as
a processor of data and as a pattern recognizer. More than 4000 years ago, the Babylonians
displayed floor plans of buildings on stones. More than 2000 years ago, the Greelebledre

convey their architectural ideas graphically, even though the related mathematics was not
developed until the Renaissance.

Today, the same type of information is generated by architects, mechanical designers, and drafts
people using computdraseddrafting systems. For centuries, cartographers have developed maps
to display celestial and geographical information. Such maps were crucial to navigators as these
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people explored the ends of the earth; maps are no less important today in fields sogiegsheg
information systems. Now, maps can be developed and manipulated in real time over the Internet.

Over the past 100 years, workers in the field of statistics have explored techniques for generating
plots that aid the viewer in determining the mfation in a set of data. Now, we have computer
plotting packages that provide a variety of plotting techniquescaflwlr tools that can handle

mul tiple | arge data sets. Neverthel ess, it is
ultimately allows us to interpret the information contained in the data. The field of information
visualization is becoming increasingly more important as we have to deal with understanding
complex phenomena from problems in bioinformatics to detecting sedhréats. Medical
imaging poses interesting and important emtalysis problems. Modelimaging technologiem

the field of medicind such as computed tomography (CT), magnetic resonance imaging (MRI),
ultrasound, and positreemission tomography (PEd)generate threelimensional data that must

be subjected to algorithmic manipulation to provide useful information.

3.2.2 Design

Professions such as engineering and architecture are concerned with design. Starting with a set of
specifications, engineers and architects seek aeffesitive and esthetic solution that satisfies the
specifications. Design is an iterative process. Rarethe real world is a problem specified such

that there is a unique optimal solution. Design problems are eweedeterminedsuch that they
possess no solutidhat satisfies all the criterimuch less an optimal solution, wnderdetermined
suchthat they have multiple solutions that satisfy the design criteria. Thus, the designer works in an
iterative mannera possible desigis generated, tested it, and thbe resultsare useds the basis

for exploring other solutions.

The power of the padigm of humans interacting with images on the screen of a CRT was
recognized by Ivan Sutherland over 40 years ago. Today, the use of interactive graphical tools in
computeraided design (CAD) pervades fields such as architecture and the design of méchanica
parts and of verargescale integrated (VLSI) circuits. In many such applications, the graphics are
used in a number of distinct ways. For example, in a VLSI design, the graphics provide an interface
between the user and the design package, usualgeayns of such tools as menus and icons. In
addition, after the user produces a possible design, other tools analyze the design and display the
analysis graphically.

3.2.3 Simulation and Animation

Once graphics systems evolved to be capable of genesmipiysticated images in real time,

engineers and researchers began to use them as simulators. One of the most important uses has

been in the training of pilots. Graphical flight simulators have proved both to increase safety and to

reduce training expensebhe use of special VLSI chips has led to a generation of arcade games as

sophisticated as flight simulators. Games and educational software for home computers are almost
5



as impressivas the flight simulatorsThe success of flight simulators led to thee of computer
graphics for animation in the television, motipicture, and advertising industries. Entire animated
movies can now be made by computer at a cost less than that of movies made with traditienal hand
animation techniques. The use of compwrphics with hand animation allows the creation of
technical and artistic effects that are not possible with either alone. Whereas computer animations
have a distinct look, we can also generate photorealistic images by computer. Images that we see on
television, in movies, and in magazines often are so realistic that we cannot distinguish computer
generated or computeftered images from photographs.

The field of virtual reality (VR) has opened up many new horizons. A human viewer can be
equipped witha display headset that allows her to see separate images with her right eye and her
left eye so that she has the effect of stereoscopic vision. In addition, her body location and position,
possibly including her head and finger positions, are trackedebgdimputer. She may have other
interactive devices available, including foreensing gloves and sound. She can then act as part of

a computeigenerated scene, limited only by the imagaeration ability of the computer. For
example, a surgical intern niigbe trained to do an operation in this way, or an astronaut might be
trained to work in a weightless environment.

3.24 User Interfaces

Our interaction with computers has become dominated by a visual paradigm that includes windows,
icons, menus, and poi nting devi ce, such as a mouse. Fr
systems such as the X Window System, Microsoft Windows, and the Macintosh Operating System
differ only in details. More recently, millions of people have become users of the Inteneat. T

access is through graphical network browsers, such as Firefox, Chrome, Safari, and Internet
Explorer that use these same interface tools. We have become so accustomed to this style of
interface that we often forget that what we are doing is workinly eamputer graphic#lthough

we are familiar with the style of graphical user ifdee used on most workstatiorzgvances in

computer graphics have made possible other forms of interfaces.

3.3 The CPU and the GPU

In a simple system, there may be only one processoiCeéh&al Processing it (CPU) of the
system, which must do both the normal processing and the gragmaadssing. The main
graphical function of the processor is to take specificatadrgraphicalprimitives (such as lines,
circles, and polygons) generated by applicaposgrams and to assign values to the pixels in the
frame buffer that best represethiese entities. For example, a triangle is specified by its three
vertices, but to displaigs autline by the three line segments connecting the vertices, the graphics
systemmust generate a set of pixels that appear as line segments to the viewer. The cooifversion
geometric entities to pixadolours and locations in the frame buffer is knoasraderization or

scan conversian



In early graphics systems, the frame buffer wag of the standard memory that could be directly
addressed by the CPU. Today, virtualy graphics systems are characterized by specigdose
Graphics Processingrits (GPU9, customtailored to carry out specific graphics functions. The
GPU canbe either on the mother board of the system or on a graphics card. The frameasbuffer
accessed through the graphics processing unit and usually is on the sambaarcuas te GPU.
GPUs have evolved to where they are as complex as or even more compl€PthanThey are
characterized by both specjrpose modules geared toward graphmaérations and a high
degree of parallelisthrecent GPUs contain over 100 processimits, each of which is user
programmable. GPUs are so powerful that tbayp often be used as mini supercomputers for
general purpose computing.

3.3.1 Graphics ProcessingUnit

A Graphics Processingrit or GPU (also occasionally called visual processing or VPU) is a
specialized circuit designed to rapidly manipulate and alter memory in such a way so as to
accelerate the building of images in a frame buffer intended for output to a display. GPUs are used
in embedded systems, mobile phones, personaipuaters, workstations, and game consoles.
Modern GPUs are very efficient at manipulating computer graphics, and their highly parallel
structure makes them more effective than germugbose CPUs for algorithms where processing

of large blocks of data isothe in parallel. In a personeomputer, a GPU can le® a video card, or

it can be on the motherboard, or in certain CPUs, on the CPlAdiexample is theseForce
6600GT GPU shown in Figure 1.1(lNore than 90% of new desktop and notebook computers
hawe integrated GPUs, which are usually far less powerful thae tho a dedicated video card.

Figure 1.1(b)GeForce5600GT GPU



3.4 GPU forms
There are various GPU foswcharacterized by their interfaxwith the main board. The common
ones are mentioned below

3.4.1 Dedicated graphics cards

The GPUs of the most powerful class typically interface with the motherboard by means of an
expansion slot such as PCI Express (PCle) or Accelerated Graphi¢a®Bjtand can usually be
replaced or upgraded with relative ease, assuming the motherboard is capable of supporting the
upgrade. A few graphics cards still use Peripheral Component Interconnect (PCI) slots, but their
bandwidth is so limited that they arergrally used only when a PCle or AGP slot is not available.

A dedicated GPU is not necessarily removable, nor does it necessarily interface with the
motherboard in a standard fashion. The term "dedicated" refers to the fact that dedicated graphics
cardshave RAM that is dedicated to the card's use, not to the fact that most dedicated GPUs are
removable. Dedicated GPUs for portable computers are most commonly interfaced through a non
standard and often proprietary slot due to size and weight constraiiets. p8rts may still be
considered PCle or AGP in terms of their logical host interface, even if they are not physically
interchangeable with their counterparts.

3.4.2 Integrated graphics solutions

Integrated graphics solutions, sharedpbies solutionspr Integrated Graphicsrécessors (IGP)

utilize a portion of a computer's system RAM rather than dedicated graphics memory. They are
integrated into the motherboard. Exceptions are AMD's IGPs that use dedicatpdrsichemory

on certain motherboards, aAdPUs, where they are integrated with the CPU die. Computers with
integrated graphics accoufr 90% of all PC shipmentsThese solutions are less costly to
implement than dedicated graphics solutions, but are less capable. Historically, integrateaissoluti
were often considered unfit to play 3D games or run graphically intensive programs but could run
less intensive programs such as Adobe Flash. Modern desktop motherboards often include an
integrated graphics solution and have expansion slots avaitalalédt a dedicated graphics card
later.

As a GPU is extremely memory intensive, an integrated solution may find itself competing for the
already relatively slow system RAM with the CPU, as it has minimal or no dedicated video
memory. System RAM may be 2 @&Bto 16 GB/s, yet dedicated GPUs enjoy between 10 GB/s to
over 300 GB/s of bandwidth depending on the model (for instance the GeForce GTX 590 and
Radeon HD 6990 provide approximately 320 GB/s between dual memory contralkédsy.
integrated graphics gbsets lacked hardware transform and lighting, but newer ones include it
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3.4.3 Hybrid solutions

This newer class of GPUs competes with integrated graphics in thenldwesktop and notebook
markets. The most common implementations of this are AHyYperMemory and NVIDIA's
TurboCache. Hybrid graphics cards are somewhat more expensive than integrated graphics, but
much less expensive than dedicated graphics cards. These share memory with the system and have
a small dedicated memory cache, to make ap the high latency of the system RAM.
Technologies within PCl Express can make this possible. While these solutions are sometimes
advertised as having as much as 768MB of RAM, this refers to how much can be shared with the
system memory.

3.5 The Graphicspipeline

In 3D computer graphics, the terms graphics pipeline or rendering pipeline most commonly refers
to the current state of the art method of rasterizdimsed rendering as supportegddommodity
graphics hardwareThe graphics pipeline typicalljaccepts some representation af three
dimensional primitive as an input and results in a 2D raster image as output. CgpahBGlrect3D

are two notable 3@raphic standards, both describing very similar graphic pipeline.

The rendering pipeline is mappedto current graphics acceleration hardware such that the input to
the graphics card (GPU) is in the form of vertices. These vertices then undergo transformation and
pervertex lighting. At this point in modern GPU pipelines a custom vertex shader prograbe
used to manipulate the 3D vertices prior to rasterization. Once transformed and lit, the vertices
undergo clipping and rasterization resulting in fragmexgsshown in figure 1.1(d)A second
custom shader program can then be run on each fragnferd bee final pixel values are output to
the frame buffer for display.

b :

. * R + —
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FIGURE 1.1(c)Arithmetic pipeline(Ed Angel (1991)

Verfex I Clipper and - I Fragment e ilieale

Vertices—m Ao
processor primitive assembler processor

FIGURE 1.1(d)Geometric pipeline(Ed Angel, 1991)

The graphics pipeline is well suited to the rendering process because it allows the GPU to function
as a stream processor since all vertices and fragments can be thought of as independent. This allows
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all stages of the pipeline to be used simultaneouslgifterent vertices or fragments as they work

their way through the pipe. In addition to pipelining vertices and fragments, their independence
allows graphics processors to use parallel processing units to process multiple vertices or fragments
in a singe stage of the pipeline at the same time.

4.0 Conclusion

A major use of computer graphics is in design processes, particularly for engineering and
architectural systems, design of buildings, automobiles, aircraft, watercraft, spacecraft, computers,
textiles, and many, many other products.

5.0 Summary

In this unit, we have studie@omputer Graphics, itapplication areas, computer graphics systems
and also Graphic processing units and its various forms.

6.0  Tutor Marked Assignment

What do you undstand by Computer Graphics?

Identify application areas of computer graphics.

Draw a graphic system.

Explain what GPU is meant for amdite a short note and its various types

Hwn e

7.0 References/Further Reading

1. Jeffrey J. McConnell (2006)Computer Graphics: Theorinto Practice Jones & Bartlett
PublishersISBN:0-7637-22502
2. R. D. Parslow, R. W. Prowse, Richard Elliot Green (19€@mputer Graphics: Techniques
and ApplicationsISBN-13: 9780306200168
3. Peter Shirley and others. (2006undamentals of computer graphi@s K. Peters, LtdISBN-
13: 978:1568814692
4. David Salomon (1999 Computer Graphics and Geometric Modelirgpringer ISBN €B87-
986820.
5. Ed Angel (1991)nteractive Computer Graphies\ TopDown Approach with OpenGL
Fifth Edition, AddisonWesley 2009 ISBN {321-535863
6. Donald Hearn and M. Pauline Baker (19979mputer Graphics, C Version (2nd Edition),

Prentice Hall, 1997, ISBN: 0135309247

10



Contents Pages

1.0 Introductiont o BRDFééééééeéé.ee&&&eééeéeéeéeéeé . ll

20 Objecties éééééééééeéééeéeééeeeeeeeeeeceeéeecéll

30 Main Conétéeénétécééé e ¢ éééééeéeééeéeécée é.81é
3.1 AnoverviewofthBRDFé ééééééeééééeéééeéécéeécééll.
32 The definition of BRDFéééééécééécdecé
3.3 Classes and propertiesof BRIEFé € € € € éééééééééééééé . .l4b
34 Rel ated functionsééééeéeééé@dccececeé. 15
35 Physicalyba ed BRDFséééééeéééeéeééeéeééeéeearceéeé
3.6 ApplicationofBRDFs ééééééééééeéééeééeéééeéelr
37 Features of BRDF model sééééééeeee¥récéé

40 Conclusiok é éééééééeééecééceéeeeeeceeeeec . .é.17

50 Summaégééééeééceéecéeéeéeceeéeeeeeeeéee. .. B

6.0 TutorMarkedAssi gnhment ééeééeéeéeééééaeeceeeéé. ..618

70  References/Further

Reading ¢ ¢ 6 6 ééééeééééééeéeééeeéceeéeé..eé.18

MODULE 1 i1 Introduction to Computer Graphics and Animation
UNIT 2: lllumination: The BRDF.

11



1.0 Introduction to Bi-directional Reflection Distribution Function (BRDF)

One of the most general means to characterize the reflection properties of a surface of ltyeuse
bi-directional reflection distribution function (BRDF), a function which defines the spectral and
spatial reflection characteristic of a surface. The BRDF of a surface is the ratio of reflected radiance
to incident irradiance at a particular wavején:

dL.(0;. 6, X)

dE;(O;: A)
where the subscripts i and r denote incident and reflected respec® = (¥ @lis the direction
of light propagation +is the wavelength of light, is radiance, an# is irradiance.

plE: G0 A)

2.0  Objectives
On completing this unit, you would be able to:

1. Understand the BRDFs
2. Understand the application of BRDFs
3. Understand the features of BRDF models.

3.0 Main Content

3.1 Anoverview of the BRDF

To understand the concept of a BRDF and how BRDFs can be used to improve realism in
interactive computer graphiceie begin by discussing what we know about light and hokt

interact with matter.In general, when light interacts with matter, a complicated -hggter
dynamic occursThis interaction depends on the physical characteristics of the light as wedl as th
physicalcomposition and characteristics of the matter. For example, a rough opaque surface such
as sandpaper will reflect light differently than a smooth reflective surface suchia®@a Figure
1.2(a)shows a typical lighmatter interaction scenari
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Figure 1.2(a): Light Interactions.

From this figure, we make a couple of observations about light. First, when light cakest
with a material, three types of interactions may occur: light reflection, dilghorption, and light
transmittance. Thas, some of the incident light is reflected, soafghe light is transmitted, and
another portion of the light is absorbed by the medtsaif.

Light incident at surface light reflected+ light absorbedt light transmitted

For opaque materialthe majority of incident light is transformed into reflected light abdorbed
light. As a result, when an observer views an illuminated surface, what isseéliacted light, i.e.
the light that is reflected towards the observer from all vishlésce regions. A BRDF describes
how much light isreflectedwhen light makegontact with a certain material. Similarly, a BTDF
(Bi-directional Transmissiobistribution Function) describes how much lightransmittedwhen
light makes contaatith a certairmaterial.

In general, the degree to which light is reflected (or transmitted) depends on the anelwght
position relative to the surface normal and tangent. Consider, for exangileyaplastic teapot
illuminated by a white point light source.n8e the teapot is made pifastic, some surface regions
will show a shiny highlight when viewed by an observeth# observer moves (i.e. changes view
direction), the position of the highlight shiftSimilarly, if the observer and teapot both remain
fixed, but the light source is moved, thighlight shifts. Since a BRDF a measure how light is
reflected, it must capture this vieand light-dependent nature of reflected light. Consequently, a
BRDF is a function ofncoming (light) direction and outgoingiéw) direction relative to a local
orientation athe light interaction point.

Additionally, when light interacts with a surface, different waveles@tblours) of light may be

absorbed, reflected, and transmitted to varying degrees depending ugtysleal properties of
the material itself. This means that a BRDF is also a functisrawgélength.
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Finally, light interacts differently with different regions of a surface. This prop&rgwn as
positional varianceis most noticeably observed in nraés such as wood thaeflect light in a
manner that produces surface detail. Both the ringing and stppiteyns often found in wood are
indications that the BRDF for wood varies with gheface spatial position. Many materials exhibit
this positioral variance because they anat entirely composed of a single material. Instead, most
real world materials afeeterogeneous and have unigque material composition properties which vary
with thedensity and stochastic characteristics of theraakerials fom which they are comprised.

Considering the dependence of a BRDF on the incoming and outgoing directionsyvtiength
of light under consideration, and the positional variance, a general BRiDRctonal notation can
be written as

BRDF, (8,.0,.6,.,9,,1,v)

Where_is useal to indicate that the BRDF depends on the wavelength wuesideration, the
parameters%of—; represent the incoming light direction in sphericabordinates, the
parameter%o. h— represent the outgoing reflected direction in sphedoakdinates, and andv
represent the surface position parameterized in texture space

Though a BRDF is truly a function of position, sometimes the positional varianceimcoted in

a BRDF description. Instead, it is common to see a BRDF writtenf@sction of incoming and
outgoing directions and wavelength only (iden AE(P* P~ Such BRDFs are often called
positioninvariant or shiftinvariant BRDFs. When the ”spatial position is not included as a
parameter to the functipanassumption is made that the reflectance properties of a material do not
vary with spatialposition. In general this is only valid for homogenous materials. One way to
introducethe positional variance is through the use of a detail texture. By addmgduiating the
result of a BRDF lookup with a texture, it is possibly to reasonably approxinsgiatially variant
BRDF.

For the remainder of thisnit, we will denote a positieimvariant BRDF in functionahotation as

AN AP P~

where %of; %o o have the same meaning as before.

When describing a BRDF in this functional notation, it iSs sometimes convenient tothemit

_ subscript for the sake of notation simplicity. When this is done, keep in minththatlues
produced by a BRDF do depend on the wavelengthotour channel underconsideration. In

practice what this means is that in terms of the RGBur convention,the value of the BRDF

function must be determined separately for eambur channel(i.e. R, G, and B separately). For
convenience, I t 6 s us u partitularcoppur ehbineel in thel subsarigt. Theo s p
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implicit assumption is that the programnk@ows that a BRDF value must be determined for each
colour channel of interst separately. Given this slightly abbreviated form, the positwariant
BRDF associateavith a singlecolour channel can be considered to be a function of 4 variables.
When theRGB colour components are considered as a group, the BRDF is acbmg@orent
vectorfunction.

3.2  The Definition of a BRDF

Up until this point, the exactefinition of a BRDF hasot been discusse&uppose we are given an
incoming light directionw;, and aroutgoing reflected directiony,, each defined relative to a small

surface element. BRDF is defined as the ratio of the quantity of reflected light in direetipito

the amount of light that reaches the surface from directwoiT 0 make t hi sthel ear ,
guantity of light reflected from the surface in diieatw,, Lo, and the amount of liglarriving from
directionw;, E;. Then a BRDF is given by

&
BRDF = EU ; Equation 1.2

i

light source
]

Differential solid angle dw;

Small surface element

Figurel.2(b): A surface element illuminated by a light source.

Now consider figure 1.2(b). The figure shows a small surface element fiieeltsurface point)

that is being illuminated by a point light source. The amount of light arriving éioectionw; is
proportional to the amount of light arriving at the differential solid angle. Suppose the light source
in the figure has intensitly. Since the differential solid angle is small, it is essentially a flat region

on the hemisphere. As a result, the region is uniformly illuminated as the same quantity bf, light,
arrives for each position on the differential solid angle. So the totalramad incoming light

arriving through the region is*dw. The only problem is that this amount of light is with respect to

the differential solid angle and not the actual surface element under consideration. To determine the
amount of I|ight with respect to the switrd acre e
projected onto the surface element. This projection is similar to that which happens with diffuse
Lambertian lighting and is accomplished by modulating that amouc$y = N * w;. This

meantE =1, cos8 dw, .

As aresult, a BRDF is given by
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BRDF = L, ;
L cos8.dw,

Fromthis definition, observe two interesting results. First, a BRDF is not bounded to the range [0,
1] 7 a common misconception about BRDFs. Although the radito LLi must be in [0, 1], the
division by the cosine term in the denominator implies that a BRBYhmave values larger than 1.
Secondly, a BRDF is not a udéss function. Since the BRDF definition above includes a division
by the solid angle (which has units steradians (sr)), the units of a BRDF are inverse steraflians (sr

3.3 Classes and Proprties of BRDFs

There are two classes of BRDFs and two important properties. BRDFs can be classified into two
classesisotropic BRDFs andanisotropic BRDFs. The two important properties of BRDFs are
reciprocityandconservation of energy

The tetrrmopdicsbo i s used to describe BRDFs that
invariant with respect to rotation of the surface around the surface normal vector. Consider a small
relatively smooth surface element and fix the light and viewer positibon® were to rotate the

surface about its normal, the BRDF value (and consequently the resulting illumination) would
remain unchanged. Materials with this characteristic such as smooth plastics have isotropic BRDFs.

Anisotropy, on the other hand, refécsBRDFs that describe reflectance properties that do exhibit
change with respect to rotation of the surface around the surface normal vector. Some examples of
materials that have anisotropic BRDFs are brushed metal, satin, and hair. In general, most real
world BRDFs are anisotropic to some degree, but the notion of isotropic BRDFs is useful because
many classes of analytical BRDF models fall within this class. In general, mestaealBRDFs

are probably more isotropic than anisotropic though manywedd surfaces have subtle
anisotropy. Any material that exhibits even the slightest anisotropic reflection has a BRDF that is
anisotropic.BRDFs based on physical laws and considered tpHysically plausiblenave two
propertiesreciprocityandconservation of energy
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Figure 1.2(c) The Reciprocity Principle

The reciprocity property is illustrated in figure 1.2(c). Basically it says that if the sense of the
traveling light is reversed, the value of the BRDF remains unchanged. That is,ntoneng and
outgoing directions are swapped, the value of the BRDF does not change. Mathematically, this
property is written as

BRDFF. (91 > @1’ ? 90 El gbo ): BRDFﬂ (Qo ] ¢o > 91’ ] gbz )
Reflocted light Incoming light

Surface

Figurel.2(d):Conservation of Energylhe quantity of light reflected must be less than
or equal to the quantity of incidelight.

The conservation of energy constraint has to do with the scattering of light during thaadityt
interaction. In general, this property states that when light from a single incoming direction makes
contact with a surface and is reflected/srad over the sphere of outgoing directions, the total
guantity of light that is scattered cannot exceed the original quantity of light arriving at the surface.
Figure 1.2(d) illustrates this property. For each one unit of light energy that arrive®iat,anp

more than one unit of light energy can be reflected in total to all possible outgoing directions.

By considering the definition of a BRDF (the ratio of the reflected light to incident light divided by
the projected solid angle), this means tam ver all outgoing directions of the BRDF times the
projected solid angle must be less than one in order for the ratio of the total amount of reflected
light to the incident light to be less than one. Mathematically, this is written as
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Y BRDF, (6,,9,.0,.9, Jcos8 dw, <1.

out

When consideringhe continuous hemisphere of all outgoing reflected directions, the sum becomes
an integral and this conservation property becomes

BRDE, (6,.9,.6,.0, )cos8,dw, <1.
Q

The symbol J indicates an integral over a hemisphere of all directions.

Q

34 Related functions

1. The Spatially Varying Bidirectional Reflectance Distribution Function (SVBRDF)

is a 6dimensional functionfr("-‘f':'.-f-‘-’n.- X}, whereXdescribes a 2D location over an
object's surface.

2. TheBidirectional Texture Function (BTF) is appropriate for modeling nefitat
surfaces, and has the same parameterization as the SVBRDF; however in contrast, the
BTF includes no#local scattering effects like shadowing, masking, inédlections or
subsurface scattering. The functions defined yBMF at each point on the surface are
thus calledApparent BRDFs.

3. TheBidirectional Surface Scattering Reflectance Distribution FunctioBSSRDBH,

is a further generalized-@mensional function® (Xi; Wis Xo; Wo) in which light
entering the surface may scatter internally and exit at another location.

In all these cases, the dependence on wavelength has been ignored and birR@éa icbhannels.
In reality, the BRDF is wavelength dependent, and to account for effects suateasenceor

luminescencéhe dependence on wavelength must be made exfl(ci@- ¥ 2 J.
3.5 Physically based BRDFs

Physically based BRDFs have additional properties, including,

18


http://en.wikipedia.org/wiki/Bidirectional_texture_function
http://en.wikipedia.org/wiki/Bidirectional_scattering_distribution_function
http://en.wikipedia.org/wiki/Iridescence
http://en.wikipedia.org/wiki/Luminescence

1. positivity: fr(wi,w,) =0
2. ObeyingHelmholtz reciprocityf,( % ¥ =f( & ¥

_ Vew; / frlwi, wy) cosbdw, < 1
3. conserving energy: Jo '

3.6  Applications of BRDF

The BRDF is a fundamental radiometric concept, and usednputer graphicsr photorealistic
renderingof synthetc scenes, as well as aomputer visionfor many inverse problems such as
object recognition.

3.6 Features of BRDF models

BRDFs can be measured directly from real objectagusialibrated cameras and lighdurces;
however, many phenomenological and analytic models have been proposed including the
Lambertian reflectancenodel frequatly assumed in computer graphics. Some useful features of
recent models include:

1. accommodatingnisotropiaeflection

2. editable using a small number of intuitive parameters

3. accountirg for Fresnel effectat grazing angles

4. being weltsuited toMonte Carlo methods

4.0 Conclusion

This unit has presented some of the basic terminologies and concepts about BRDFs, its applications
and useful features of recent modélse degree to which light is reflected (or transmitted) depends

on the viewernd light position relatie to the surface normal and tang@RDF is also a function

of wavelength.

5.0 Summary

The bidirectional reflectance distribution functias a fourdimensional function that defines how
light is reflected at an opaque surfaeed accordingly is used incomputer graphicgor
photorealiic renderingof synthetic scenes, as well as gomputer visionfor many inverse
problems such as object recognition.

6.0  Tutor Marked Assignment

What do you understand IBRDF?

Identify Application areas and features of BRDFs.
Explain the classes and properties of BRDFs
Highlight the features of BRDF models.

Hwn e
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5.

Differentiate between Isotropic BRDF and Anisotropic BRDF.
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1.0 Introduction to Vectors

Vectors are geometric objects that havergyth and adirection. We can also talk about a vector's
tail (where it begins) antead (where it ends up)A vector is like a point, in that it is described by
a set of coordinates in a given dimension. But there are differences:

1. A point has an absolute position within a coordinate system. A vector has no position
the same vector can appear anywhere.
2. A point has no dimension to it. A vector has a length as well as a direction.

Vectors are very important in computer graphics. For example, they are needed to:

1. Analyze shapes: find the point at which two lines seet, the distance of a point to a
line, or whether a shape is convex or concave.

2. Determine visibility: find objects closest to the eye (ray tracing) or determine whether a
plane is facing away from us (batace culling).

3. Calculate lighting effects: detmine how much light hits a surface (illumination), how

much of that light is seen by the viewer (reflection), and what other objects are reflected
in that surface (ray tracing).

2.0  Objectives

21



On completing this unit, you would be able to:

Understandhe what vectors are

Understand dot products and cross products

Understand vector operators and how to utilize them.
Understand the properties of Dot and Cross Products of vectors

pwnNPE

3.0 Main Content
3.1 Adding vectors and points

Points and vectors can be used to define one another by adding and subtracting the coordinates.
Given thatP andQ are points and andv are vectors, then

1. P - Qis a vector with its tail af and its head &

2. P + vis a new pointR displaced by the quantities u)
3. u + vis another vector

Coordinates are added and subtracted as follows:
If a=(ax, &, &) andb = (bx, by, ) then

a+t b:(ax+bx, ay+ by, az+bz) anda'b:(ax-bx, a - by, a- bz)

R U+ V P For example, considehe illustration at left. Imagine that R
I =(2,3,1),Q=(4,1,1),and P=(7, 3,1). Then

1. u
2.

(2,-2,0)and Q=R +u
(3,2,0)andP=Q +v

Q-R
P-Q

u+v=(Q-R)+(P-Q)=P-R=(5,0,0)
3.2 Other vector operations
You can change the length of a vector by multiplying it with a scalar value. Given a scalas value

and a vectov = (W, W, \&) thensv= (s, sy, sv). For example, iE= 0.5 andv = (4, 3, 0) thersv=
(2, 1.5, 0).
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You can find the length (or magade) of a vector using the Pythagorean Theorem. Given a vector
v = (W, W, ), the magnitude of v is| = sqrt(wvx, W, \z*Vz). For example, it = (4, 3, 0) thenjv|
=5.

A unit vector is a vector of length 1. For any vector, you can find a corresponding unit vector (with
the same direction) by dividing each of the coordinate values by the magnitude of the original
vector. In other words, given a vector (w, W, V), the unit vector igv«/ |v|, w/ |v|, &/ |v|). For
example, ifv = (4, 3, 0) then the unit vector with the same direction is (4/5, 3/5, 0/5) = (0.8, 0.6, 0).

3.3 Dot product

The dot (or inner) product of 2 vectors produces a scalar value. The dot pgsodset! to solve a
number of important geometric problems in graphics. The dot productdonéhsional vectors is
solved as follows:

If u=(ux, W, W) andv = (, W, ) then
u A: WA/x + UyWy + UzVz.

3.4 Properties of Dot products

The dotproduct has the following properties:
1. Symmetryu Av vA u
2. Linearity:( u + =aw)u A w) + (w A v)
3. Homogeneity{ s u s AuvA v)
4. vVj=sqrt (v A v)

The dot product can be used to determine the angle between two
vectors.

From the Pythagorearheorem, we know that
c 0S wd|ulandux= c o|g| d*

si nw/|ufandw= s ijuph d *
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Therefore,

u A e¢lojcdp|é sind |sind | v |
=|ullvl( ¢ o s dtcsindsini)

=|ullvlc o stG()d

And so,

cosine

c o s() du= W((uiv)

There is noneed to calculate the exact cosine to know
>B whether the angle is acute, obtuse, or a right angle.

Because|u||v| is always a positive value, the sign of

cosi)d wi Il Il takwASnm the sign

u A> vimplies the angle iscute(-9 0 A -(k) (<d 90A) ;

u &< 0implies the angle isbtuse( 9 0 A x € d270A): and
u A= vimplies the angle isght ( (id) = 9-0 )A-9@5)ri.e. thd vectors aperpendicular.
3.5 Cross Product

The cross (or vector) product of 2 vectors produces another vector which is perpendicular
(orthogonal) to both of the vectors used to find it.

The cross product is defined in terms of the standard unit vectpesdk, where

(1,0,0)
0, 1,0)

1.
2.
3 (0,0,1)

0,
1,
0,

=~ —
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The cross product for-8imensional vectors is then solved as follows:

If u=(ux, W, W) andv = (w, W, ) then

Ux V= ((WVz- Uaw)i + (U2Vx - UxVz)] + (UxVy - UypWx)K).

This form can be hard to remember, and so weatsmwrite the cross product as a determinant:
i j K

ux v= U« Uy Uz
v W Vz

3.6 Properties of Cross Products

The cross product has the following properties:
Antisymmetry:ux v=-vx u

Linearity: ux (v +w)=(ux v) + (ux w)
Homogeneity(su)x v =s(ux V)
ixj=k;jxk=i;kxi=]

HwnN PR

The result olu x vis a vector that is perpendicular (orthogonal) to hoaindv.
The result ol x v follows the righthand rule:

1. Place your right hand ai and curl your fingers toward. Your hand should be
enclosing the smaller angle (<= 180°) betwaamdv.
2. Stick out your thumb: it points in the directionwof v.

The length ol x v equals the area of the parallelogram determineadndv, which s
[ux v|=u]|v]* sind
wher e d i s utolvervtaw(ghiclevef is lessh

4.0 Conclusion

Vector graphics editors typically allow rotation, movement, mirroring, stretching, skewing, affine
transformations, changing ofader anccombination of primitives into more complex objects.
More sophisticated transformations include set operations on closed shapes (union, difference,
intersection, etc.).

5.0 Summary
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In Vectors are geometric objects that havdergyth and adirection. Vectors are very important in
computer graphic® analyze shape®etermine visibilityandCalculate lighting effects

6.0  Tutor Marked Assignment
What do you understand by vectors? Differentiate between vectors and scalars.
Identify the properties of ©ss products and Dot products of vector
Try these problems to test your understanding of this material.
For each of the following, calculate tlceordinates Indicate whether the result is a
point or a vector.
1. v+u, wherev=(-1,0,5)andi=(2, 1, 1)
2. P +v, whereP = (1, 2, 3) and/ = (-1, -2, -3)
3. P-Q, whereP = (5,5, 5) and) = (1, 2, 3)
2. For each of the following, calculasyand $J when
1. s=3,v=(1,1,1)
2. s=0.25v=(4,8, 2)
3. For each of the following vectors v and u, calculatedbe product. What does the
result tell you about the angle between the vectors?
1. v=(1,0,0)andu=(0,1,0)
2. v=(1,1-1)andu=(2,1,0)
3. v=(-2,0,0)andu=(1,1,1)
4, Calculate thaunit normal vector for the polygon defined by points PO = (1, 1, 1), P1 =
5,1,49)and P2=(2,1,1).

= wnN e
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1.0 Introduction to Transformations

Transformations are one of the primary vehicles used in computer graphics to manipulate objects in
threedimensional space. Their development is motivated byptbeessof converting coordinates
between framesvhich results in the generation ofig4 matrix. We cargeneralize this processd

develop matrices that implement various transformations in space.

2.0  Objectives
On completing this unit, you would be able to:

1. Understandhow transformations work

2. Differentiate between 2D and 3D transformations
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3. Identify classes of transformations.

3.0 Main Content
3.1 2D Transformations

Givenapoint cloud, polygon,or sampledparametriccurve, we canusetransformationdor several

purposes:
1. Changecoordinatdrames(world, window, viewport,device, etc).
2. Composeobjects of simple parts with local scale/position/orientatiorof one part

defined withregardto otherparts.For example articulatedobjects.
Usedeformatiorto createnew shapes.

4. Usefulfor animation

Therearethreebasicclasse®f transformations:

i. Rigid body - Presevesdistanceandangles.

Examplestranslatiorandrotation.

ii. Conformal - Presevesangles.

Examplestranslationyotation,anduniformscaling.
iii. Affine - Presevesparallelism.Linesremainlines.

Examplestranslationyotation,scaling,shea, andreflection.

Examplesof transformations:

4
4

(0]

1 Translation by Vector © :0 =0 +

| cos(8) —sin(6) | _ >
b:p1 = sin(6)  cos(6) 10'

1. Rotation by Clockwise
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B a 0 o "
P1 = 0 a Po 3 F
2 Uniform Scaling by Scalar.
4UpA ANOAOEIT1T EAOAS
A A
N a 0 |_ P
P = 0 b Po > >
3. Non-uniform Scaling by a and b:

A 4

>
5 [ 1 h ]p /_ /
L — 0-
4. Shearby Scalath: ¢ 1

L 4
h 2

-1 07
P11 = 0 1p0

5. Reflection about they-axis:

3.2 Affine Transformations

An affine transformation takes a point p to ( accordingto q=F(p)=Ap +t, a linear

transfamationfoll owedby a translation.You shouldunderstandhefoll owing proof

ATheinverseof anaffine transformations alsoaffine, assumingt exists.

Proof:

Let § = Ap + t and assume A~! exists, i.e. det(A4) # C.

Then Ap = g — £.s0op = A~Lg — A~'f. This can be rewritten as p = Bg + d.
where B = A Yand d = —A7Lf,
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Theinverseof a2D lineartransformations

g1 fab | d —b
e d Cad—bc| —c  a |

ALinesandparallelismarepresevedunderaffine transformations.

Proof:

To prove lines are preserved, we must show that g(A) = F(I(A)) is a line, where
F(p)=Ap+tand I(\) = s + M.

gA) = AN+t
= Ao+ M)+
= (Apo+ ) +XAd

This is a parametric form of a line through Apy + ¢ with direction Ad.

AGivenaclosedregion, theareaunderanaffine transformatio Ap + ¢ is scaled by det(A).

— Rotations and translations have det(A) = 1.

a 0
0 b ] has det(A) = ab.

— Singularities have det{ A} = 0.

— Scaling A = [

1 0

00

Example:
Thematrix4 = [

] mapsall pointsto thex-axis, saheareaof any closed region will become

Zero.We have det(A) = 0, which verifiesthatany closed egion@ areawill bescaledby zero

AA compositiorof affine transformationss still affine.

Proof-
Let F1(p) = A1p + t1 and F5(p) = Asp + to.
Then,

F(p) = F(Fi(p)
As(A1p+ 1) + 12
= A Aip+ (Aot) + 1). 31

Letting A — A A; and t — Aty + to, we have F(p) = Ap + {. and this is an
affine transformation.




3.3 HomogeneousCoordinates

Homogeneouscoordinatesare anotherway to represent pointto simplify the way in which we
expressaffine transformationsNormally, bookkeepingwould becometediouswhenaffine trans
formationsof the form  Ap+¢  are composed.With homogeneousoordinates affine
transformationsbecomematrices,and compositionof transformationss as simple as matrix
multiplication. Infuturesectionf the coursewe exploit thisin muchmorepowerful ways.

With homogeneousoordinatesa pointp is augmentedavith al,to form p = [ 11_) ]

Al points(Up, U representhesamepointp for realUi 0

Given i5in homogeneousoordinatesto getp, we divide fiEby its lastcomponenainddiscardthe

lastcomponent.

Example:
The homogeneougoints (2, 4,2) and (1, 2,1) both representhe Cartesianpoint
(1, 2). Itésthe orientationof iEhatmatterspotits length.

Many transformationdecomelinear in homogeneousoordinatesjncluding affine

transformations.

- Lealn ] s

= [A t]p
To producektatherthang, we canaddarow to thematrix:

Thisis linear! Bookkeepingoecomesimpleundercomposition.

Example:
Fy(Fo(F (), where Fi(p) = A;(p) + {; becomes MM, M,p, where M; —

ol 1|
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With homogeneouscoordinates,the following propertiesof affine transformationsbecome
appaent:
1. Affinetransformationsareassociatve.

For affinetransformation§1, F2, andF3,

(F3 jF2) yjF1 = F3 j(F2 jF1).
2. Affine transformationsrenot commutaitve.

For affinetransformation$§1 andF2,

F2 jF1 =F1 jF2.

3.4 Usesand Abusesof HomogeneousCoordinates

Homogeneousoordinateprovide a differentrepresentatiofor Cartesiarcoordinatesandcannot
be treatedin quite the sameway. For example,considerthe midpoint betweentwo pointsp; =

(1,1) andp,- (5,5). The midpointis (p1 + p,)/2 = (3, 3). We canrepresenthesepoints in
homogeneousoordinatesas iz = (1,1, 1) andfiz = (5, 5, 1). Directly applying the same

computationas above givesthe sameresultingpoint: (3, 3, 1).

However, we canalso representhesepointsas = (2, 2, 2) and & (5, 5, 1). We then have
(B )72 =(7/2, 7/2, 3/2) which correspondgo the Cartesianpoint (7/3, 7/3). This is a
differentpoint, andillustratesthat wecannotblindly apply geometricoperationdo homogeneous
coordinatesThe simplestsolution isto always convert homogeneousoordinates to Cartesian
coordinates. That said, thereare ®veralimportantoperationghat canbe performedcorrectlyin

termsof homogeneousoordinates, afollows.

3.4.1 Affinetransformations:
An importantcasein the previous sectionis applying an affine trans formation to a point in

homogeneousoordinates:
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AP ]
| |

>
S
7 )
o ¢ SRR
P |
e

It is easyto seethatthis operatioris correct sincerescalingiEtloesnot changetheresult:
Alap) = a{Ap) = o = (o', 0y, a)"
Whichis the samegeometrigpoint ast= (XI\,Il)ll\,Ii)T
3.4.2Vectors: We canrepresentvectov — (z,y) in homogeneousoordinatedy setting

the last elemenbf thevectorto bezero: 4 = (x,y,0).  However, whenaddinga vectorto a
point,thepoint musthave thethird componentobe 1.

G = pié
'y, I (@0 ¥ps 1) + (2,9, 0)

Theresultis clearlyincorrectif thethird componenof thevectoris not 1

Homogeneousoordinategrearepresentationf pointsin projective geometly.

3.5  Hierarchical Transformations

It is often convenientto modelobjectsashierarchicallyconnectegarts.For example,a robotarm
might be madeup of an upperarm, forearm,palm, and fingers. Rotatingat the shoulderon the
upperarmwould affect all of therestof thearm, but rotatingthe forearmat the elbow would affect
the palm andfingers, but not the upperarm. A reasonabléierardly, then,would have the upper
armattheroot, with the forearmasits only child, whichin turn connectonly to the palm,andthe
palmwould bethe parentto all of thefingers.
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Eachpartin the hierardctyy canbe modeledin its own local coordinatesindependent othe other
parts. For a robot, a simple squaremight be usedto modeleachof the upperarm, forearm,and
soon. Rigid body transformationsare then appliedto eachpart relaive to its parentto achieve
the properalignmentand poseof the object. For example,the fingersare positionedto be in the
appropriategplacesin the palm coordinatesthe fingersand palmtogetherare positionedin forearm
coordinatesand the processcontinuesup the hierardy. Thena transformation applietb upper

armcoordinatess alsoappliedto all partsdown the hierardy.

36  Transformations in OpenGL
OpenGLmanageswo 4 x 4 transformationmatrices:the modelvew matrix, and the projection

matrix. Wherever you specify geometry (usinglVertex ), the verticesare transformedby the
currentmodelview matrix andthenthe currentprojectionmatrix. Hence,you dond have to perform
thesetransformationgourself. You canmodify the entriesof thesematricesat any time. OpenGL
provides several utilities for modifying thesematrices.The modelview matrix is normallyusedto
represengeometrictransformation®f objects;the projectionmatrix is normally usedto storethe
cameraransformationFor now, wedl focusjust on the modelvew matrix, anddiscussthe camera

transformationater.

To modify the current matrix, first specify which matrix is going to be manipulated: use
gIMatrixMode (GL MODI to modify the modelview matrix. The modelview matrix canthen
be initialized to the identity with glLoadldentity() . The matrix can be manipulatedby
directly filling its values,multiplying it by an arbitrary matrix, or using the functionsOpenGL
providesto multiply the matrixby specifictransformatiormatrices(glRotate , glTranslate
and glScale ). Note that thesetransforméions right -multiply the current matrix; this can be

confusingsinceit meansthat you specify transformations the reverseof the obvious orde.

OpenGLprovides a stacks to assistwith hierarchical transformationg hereis one stackfor the
modelview matrix and one for the projectionmatrix. OpenGL provides routinesfor pushingand
popping matriceson the stack. The following example dravs an upper arm and forearm with
shoulderand elbow joints. The currentmodelview matrix is pushedonto the stackand popped

at the end of the rendering, so, for example, another arm could be renderedwithout the
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transformationdrom renderingthis arm dfecting its model view matrix. Since eachOpenGL
transformation isappliedby multiplying a matrixon the right-handside of the modelview matrix,
the transformationccurin reverseordea. Here,the upperarm is translatedso that its shoulder
positionis at the origin, thenit is rotated, andinally it is translatedso that the shoulderis in its
appropriateworld-spaceposition. Similarly, the forearmis translated torotate aboutits elbow
position,and thenit is translated sahat the elbow matchedts positionin upperarm coordinates

Below is a program written in OpenGL that implements what has been illustrated above.

OpenGL Program:
glPus
hMatr
ix();

glTranslatef(worldShoulderX, worldShoulderY,

0.0f);

drawShoulde

rJoint();

glRotatef(shoulderRotation, 0.0f, 0.0f,

1.0f);

glTranslatef( - upperArmShoulderX, - upperArmShoulderY,
0.0f);

drawUpperAr

mShape();

glTranslatef(upperArmEIbowX, upperArmElbowyY,
0.0f);

drawElbowJoint();

glRotatef(elbowRotation, 0.0f, 0.0f, 1.0f);
glTranslatef( - forearmElbowX, - forearmElbowY, 0.0f);
drawForearmShape();

glPopMatrix();
4.0 Conclusion
Transformation can change vectors in a variety of ways that are useful. In particular, it can be used
to scale, rotate, and shear. Every matrix can be decomposed via SVD into a rotation times a scale
times another rotation. An important class of transforms is-kdgly transforms. These are
composed only of translations and rotations, so they have no stretching or shrinking of the objects.

Such transforms will have a pure rotation.

50 Summary
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Trandormations are use manipulate objects in thre#mensional spacd.he three basic classes

of transformations are rigid body, conformal and affine transformations.

6.0  Tutor Marked Assignment

1.0 Explain howtransformations work

2.0  What is affinetransformation?

3.0 Identify and explain various classes of transformations with diagrams
4.0 What is 3D transformation?

5.0 Explain projective transformations.

6.0  Explain the following terms in Transformation

i. Rotation

ii. Scaling

lii. Shearing

iv. Reflection and

v. Orthogonal projections.

7.0 References/Further Reading

1. http://en.wikipedia.org/wiki/Transformation_matrix
2. Ed Angel (1991)nteractive Computer Graphie® TopDown Approach with OpenGL
Fifth Edition, AddisorWesley 2009 ISBN {321-535863
3. Donald Hearnand M. Pauline Baker (1997omputer Graphics, C Version (2nd
Edition), Prentice Hall, 1997, ISBN: 0135309247

MODULE 27 Transformations, camera models, rasterization and mapping techniques
UNIT 2: Camera Models
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1.0 Introduction to camera models

Most moderncamerasiselensto focuslight ontotheview plane(i.e., the sensorysurface).This is
donesothatonecancaptureenoughight in a sufficiently shortperiodof time thatthe objectsdo not
move appreciaby}, andthe imageis bright enoughto show significantdetail over a widerange of
intensitiesandcontrasts.

In a conventional camera,the view plane containseither photoreactve chemical; ina digital
camera,the view plane containsa chage-coupled @vice (CCD) array. (Somecamerasuse a
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CMOSbasedsensolinsteadof a CCD). In thehumaneye, the view planeis a curved surfacecalled
theretina,andcontains alensearrayof cellswith photoreactve molecules.

2.0 Objectives

On completing this unit, you would be able to:

1. Understand the Thin lens and Piale Camera Models.
2. UnderstandProjections
3. Understand projections of a triangle.

3.0 Main Content

3.1 Thin Lens Model

Lensmodelscanbe quite compkx, especiallyfor compoundensfoundin mostcamerasHerewe
considerperhapghe simplestcase known widely asthe thin lensmodel. In the thin lens model,
raysof light emittedfrom a point travel alongpathsthroughthe lens,convergingat a point behind
the lens. The key quantity governing thisbehaviour is called the focal length of the lens. The
focal length,|f |, canbe definedasdistancebehindthe lensto which raysfrom an infinitely distant
sourceconvergein focus.

surface point

view plane lens

W optical axis

fe—————

Figure 2.2(a): Thin lens models

More generaly, for the thin lensmodel,if z; is the distance fronthe centerof the lens(i.e., the
nodal point) to a suifacepoint on an object,thenfor a focal length|f |, the raysfrom that surface
point will bein focusat a distancezy behindthe lenscente, wherez, and z, satisfy thethin lens
equation
1
|f]

1 1
= 4+ =
Zo 74
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3.2 Pinhole Camera Model

The pinhole camera modeldescribes the mathematical relationship between the coordinates of a
3D point and its projection onto the image plane ofidwal pinhole camera, where the camera
aperture is described as a point and no lenses are used to focus light. The model does not include,
for example, geometric distortions or blurring of unfocused objects caused by lenses and finite
sized apertures. It alsméds not take into account that most practical cameras have only discrete
image coordinates. This means that the pinhole camera model can only be used as a first order
approximation of the mapping from a 3D scene to a 2D image. Its validity depends amlibe g

of the camera and, in general, decreases from the center of the image to the edges as lens distortion
effects increase.

Some of the effects that the pinhole camera model does not take into account can be compensated
for, for example by applying saible coordinate transformations on the image coordinates, and
others effects are sufficiently small to be neglected if a high quality camera is used. This means that
the pinhole camera model often can be used as a reasonable description of how a ciécteen dep

3D scene, for example in computer vision and computer graphics.

A pinhole cameras anidealizationof thethin lensasapertureshrinksto zero.

view plane

\$1/. ; ,".4-4
|
L

infinitesimal
pinhole

Figure 2.2(b): Light from @oint travelsalong asinglestraightpaththrougha pinholeontothe
view plane.The objecis imagedupsidedown ontheimageplane.

We usea right-handedcoordinatesystemfor the camerawith the x-axis asthe horizontal direction
and the y-axis as the vertical direction show in figure 2.2(c) .This meansthat the optical axis
(gazedirection)is the negative z-axis.
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Z
Figure 2.2(c): the righhandcoordinate.
The image you would get corresponds tarawing a ray from the eye position and intersecting it
with the windw. This is equvalentto the pinholecameramodel,exceptthatthe view planeis in
front of the eye insteadf behindit, andtheimageappearsight sideup, ratherthanupsidedown.
(The eye point herereplacesthe pinhole). To seethis, considertracing rays from scenepoints
througha view planebehindtheeye pointandonein front of it.

The earliestcamerasvereroomsizedpinholecamerascalledcamea obscuas. You would
walk in the room and seean upsidedown projectionof the outsideworld on thefar wall.
Theword cameais Latinfor i r o ocamea obscuameansidar ko r oo m

Figure 2.2(d): 18tttenturycameraobscuras.The cameraon theright usesa mirror in theroof to
projectimagesof theworld ontothetable,andviewersmayrotatethe mirror.

3.3  Camera Projections

Considera point p in 3D spaceorientedwith the cameraat the origin, which we wantto project
onto the view plane. To projectp, to y, we canusesimilar trianglesto get y = ip
This is perspectveprojection. P2

Notethatf <0, andthefocallengthis |f].

In perspedve projection,distantobjectsappeasmallerthannearobjects:

Y
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pinhole  image
Figure 2.2 (e)Perspective Projection

3.4 Orthographic Projection

For objects sufficientlyfar away, raysarenearlyparallel,andvariationin p, is insignificant.

Figure 2.2(f): Herethe baseballplayersappearto be aboutthe sameheightin pixels, even
though the batter isabout 60feet avay from the pitcha. Although this is an example of
perspedt/e projection,the cameras sofar from the players(relaive to the camerafocal length)

thatthey appeato beroughly thesamesize.

In thelimit, y = Up, for somerealscalarU. Thisis orthographic projection:

y
t{ .
Z +
= °
image

Figure 2.2(g): orthographijarojection

3.5 Camera Position and Orientation

Assumecameracoordinatesiave theirorigin atthefiey e(pinhole)of thecamerag.

y V

A

Je

A\ 4
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Figure2.2(h): camergositioning

Let g be the gazedirection,so a vector perpendiculato the view plane(parallelto the camera
Z-axis)is

We needtwo more orthogonalvectorsu and v to specify a cameracoordinateframe, with
®and® parallelto the view plane. It maybe unclearhow to choosethemdirectly. However, we
can insteagpecifyani u mlicection. Of coursethis up directionwill not be perpendiculato the
gaze direction.

Let-° bethefi u plikection(e.g.,towardthesky so-° = (0, 1, 0)). Then,we wantv to betheclosest

vector in the view-planeto -° . This is really just the projection of -° onto the view plane.
Thereforey mustbeperpendiculato-’° and” . In fact,with thesedefinitionsit is easyto show that-

u mustalso be perpendiculato® , so oneway to computeu andv from ° andg is as follows:

i —
’U;:_,i_) = W >
t < W

Of coursewe couldhave usedmany differentfi u pliectionssolongast x w = 0.

Usingthesethreebasisvectorswe can define @ameracoordinate system in which 3D pointsare
representeavith respectto the camer& position and orientation. The cameracoordinatesystem
has itsorigin at the eye pointe and has basigectorsu, v, andw , correspondingo the x, y, andz

axesin the camer&s local coordinate systenmirhis explainswhy we chosew to point awvay from

the image plane: the right-handedcoordinatesystemrequiresthat z (and, hence,w ) point avay
from theimageplane.

Now that we know how to representhe cameracoordinate framewithin the world coordinate

frame we and need toexplicitly formulate the rigid transformationfrom world to camera
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coordinatesWith this transformatiorandits inverse,we caneasily expresspointseitherin world
coordinate®r cameraoordinategbothof which arenecessary).

To get an understandingf the transformationjt might be helpful to remembethe mappingfrom
pointsin cameracoordinatedo pointsin world coordinatesFor example,we have the following
correspondencémetweerworld coordinatesindcameracoordinatestJsingsuchcorrespondences

Table 2.2: world coordinates and transformation coordinates

It is not hardto show thatfor ageneralpoint expressedn camerecoordinateasthe
correspondingointin world coordinatess givenby
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