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AGE 202 MODULE 7

INTRODUCTION

The omputer is fast becoming the universal machine ofvlemty-first
century. Early computers were large in size and too expensive to be
owned by individuals. Thus they were confined to the laboratories and
few research institutes. They could only begoeanmed by computer
engineers. The basic applications were confined to undertaking complex
calculations in science and engineering. Tod#g computer is no
longer confined to the laboratory. Computessad indeed, computing
have become embedded in almegery item we use. Computing is fast
becoming ubiquitous. Its application transcends science, engineering,
communication, space science, aviation, financial institutions, social
sciences, humanities, the military, transportation, manufactutirey,
extradive industries to mention but a few.

Also, early computers were designed to accept numeri¢ biataver

the years computers have been developed to accept not only numeric
data, but we also able t@rocess multimedia data text, audio and
video. The ombination of computer technology and communications
technology gave birth to what is now widely known as Information and
Communication Technologies (ICT). ICT has changed the face of
virtually all fields of human endeavour, ranging from science to
engineeing, commerce and industry, international trade, transportation,
culture and tourism, education and research, among others. Nowadays,
literacy is not only measured by the ability to read and write, but also
includes computer literacy. The wave of globligsn which has been
largely propelled by the collapse of barriers of distance between nations
and peoples in the world asesult of ICT, makes it imperative for the
modern man to have at least the basic knowledge of computers. This
course is meant to irdduce students to the historical evolution of
computers, the basic components of computers, and some of its
applications in society.

COURSE CONTENT

This Course Guide tells you what to expect from reading this material.
The study of computers is not grof academic importance bistalso a
universal tool of the twentfirst century. This course, therefoiig,a
systematic approach to the understanding of computers tlagid
applications.

COURSE AIMS

The aim of this course is to provide students witke basic
understanding of the computer and its applications in everyday life.
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AGE 202 INTRODUCTION TO COMPUTER SCIENCE

COURSE OBJECTIVES

The specific objectives of this course are to:

1 Provide basic understanding of the historical evolution of the
computer, types of computers and the classion of computers.

1 Enable the studentdo understand the components of the
computeri the hardware and software.

1 Help students to identify the different categories of computer
software and their uses.

1 Introduce students to computer programming with leass on

the building blocks and stages of programming and writing of
computer programs using visual basic.

1 Enable students to identify and appreciate the areas of application
of computers in society, thereby stimulating their thought to
regardthe compute as a tool for human use rather than a master.

1 Create awareness at the early stage of the study of computers
about the potential threats that computer viruses pose to the
smooth operations of computers.

WORKING THROUGH THE COURSE

This courserequiresthat you spend a lot of time to read. Tinaterial
though presented in simple language, coherent and in logical sequence,
requires diligent study. The material is comprehensavel would
require full commitment and dedication to study on the part of the
student. You aretherefore, advised to avail yourself the opportunity of
attending the tutorial sessions where you would have the opportunity of
comparing knowledge with your peers.

COURSE MATERIALS
You will be provided with the following materials:

CourseGuide

Modules

Study units

List of recommended textbooks which will serve as compliments
to the course material

=A =4 =8 -4
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MODULE 7

STUDY UNITS

The course is made up of seven modules osgdnnto 19 study units as

follows:
Module 1
Unit 1
Unit 2
Unit 3
Module 2
Unit 1
Unit 2
Unit 3
Module 3

Unit 1
Unit 2

Module 4
Unit 1
Unit 2
Unit 3
Module 5
Unit 1
Unit 2
Unit 3
Unit 4
Module 6
Unit 1
Unit 2
Unit 3

Module 7

Understanding the Computer

Basic Concepts

Historical Overview of the Computer
Classification of Computers

Computer Hardware

Hardware Components (1)

Hardware Components (R)Peripheral Devices
Auxiliary Equipment

Computer Software

Computer Software (1)
Computer Software (2)

Programming the Computer

Computer Languages

Basic Principles of Computer Programming
Flowcharts and Algorithms

Computer Application Programming
Programming in Visual Basic (1)
Visual BasicProjectWindow
Creating Menu Applications
Analysing Visual Basic Data

Areas of Application of Computers
Application of Computers in Education
Application of Computers in Business amdiustry

Application of Computers in Government, Militastc

Threats to the Computer
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Unit 1 Computer Virus

Synopses of the Study Units

Module 1 Unit 1: This unit presents the deition of the computer,
basic understanding of data processing, the concept of data and
information, methods of data processing and the characteristics of a
computer.

Module 1 Unit 2: It gives the brief history ofhe computer technology,
evolution of canputer and the generations of compsiter

Module 1 Unit 3: You are introduced to the classification of computers.
This involves classification based on size, type of signal and purpose. At
the end of the unit you will be able to differentiate between tasses

of computer from the others.

Module 2 Unit 1: In this unit you will be familiaged with hardware
components of the computer. This will enable you to appreciate the
iImportance of each component to the overall smooth operation of the
computer.

Module 2 Unit 2: in this unit, you are introduced to the peripheral
devices. Also, you will be able to get deeper understanding of the
functions of the input and output units. The knowledge acquired in this
unit will give you a guide on the type of input aodtput units suitable

to a particular computing environment.

Module 2 Unit 3: The unit discusses the computer auxiliary equipment
such asthe air conditioner, voltage statsér and theUninterruptible
Power Supply System (UPS).

Module 3 Unit 1. This unt introduces the @amputer software in some
detail You will learn about the system software, language translators
such as compliers and the utility software.

Module 3 Unit 2: This unit builds on the knowledge acquired in the
previous unit by discussingaxous types of language translators, utility
programs and application programs in greater detail.

Module 4 Unit 1. In this unit you will learn about computer

programming languages such as low level language (machine language
and assemblers) and the highel languages.

15¢



AGE 202 MODULE 7

Module 4 Unit 2: You will be introduced to computer programming in
this unit. Topics covered include the concept of problem solving with
computers, principles of programming and stages of programming.

Module 4 Unit 3: This unit advanes further on unit 10 by discussing
the use of flowchastand algorithms in computer programming. These
two concepts are essential ingredients to the writing of well structured
computer programs.

Module 5 Unit 1: This unit begins our discussions on pragmaing the
computer in Visual Basic. Units 12 through 15 are dedicated to this
subject. The discussions are practical in nature. The materials presented
in these four units are in the form of harafspractice. You will benefit
more andin fact, enjoy it letter if you can try them using a personal
computer. The steps involved are simple and explicit. By the time you
run through the four units you should be able to write simple visual
basic application programs. Specifically, unit 12 introduces the concept
of working with graphical objects, general visual basic programming
concepts, how to design a project from application wizandl how to
usethetoolbox.

Module 5 Unit 2: In this unit you will learn about the visual basic
project window. This will enablgou to gain more mastery of the visual
basic programming environment.

Module 5 Unit 3: In this unit you will learn how to create menu
applications. The menu system is one of the high points of object
oriented programming languages. It makes the appicatsesfriendly

and interactive. This unitherefore, equipyou with the principles and
steps involved in creating visual basic applications with menu.

Module 5 Unit 4: This unit concludes the discussions on programming
computers in visual basic. Spgcally, this unit takes you through the
analysis of visual basic data. If you have truly followed all the principles
and steps discussed in the three previous units you should at this stage
be able to plan, design, code and implement a simple but cemplet
visual basic application.

Module 6 Unit 1. This unit begins the series of presentations on the
areas of application of computers in society. The main aim is to identify
some areas of application to society at large. It is also meant to enlighten
you onthe various job opportunities for computer literate persons in the
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AGE 202 INTRODUCTION TO COMPUTER SCIENCE

society. Specifically, in this unit, you are presented with detailed
discussion on the areas of application of computers in education.

Module 6 Unit 2: This unittakes furthethe discusen on the areas of
application of computensy presenting in greater detds application in
business and industry. It discusdbe application of computer in the
development and operations of payroll, inventory control, auditing
operations, personnekcord keeping, preparation of customer utility
bills and payment orders, management information systeigh quality
production control, point of sale service, financial market &mel
publishing industry.

Module 6 Unit 3: This unit concludes the disaiens on the areas of
application of computers with particular reference to its application in
science and engineering, health care, transport and communications,
recreation, government and the military.

Module 7 Unit 1. This is the concluding unit of iicourse. It presents
discussion on computer virus as one of the major threats to the smooth
operations of computers. Detailed discussions on computer virus, its
mode of transmission, detection, prevention and cure, are presented.

Textbooksand References

More recent editions of these books are recommended for further
reading

Akinyokun, O.C (1999. Principles and Practice of Computing
Technology Ibadan International Publishers Limited

Balogun, V.F., Daramola, O.A., Obe, 0.0., Ojokoh, B.And
Oluwadare S.A. (2006)ntroduction to Computing: A Practical
Approach Akure: Tom-Ray Publications

Chuley, J.C. (1987).Introduction to Low Level Programming for
MicroprocessorsMacmillan Education Ltd.

Francis Scheid (1983)Sc hau moé s reut Campuers Grel
Programming SingaporeMcGraw-Hill Book Company

Gray S. Popkin and Arthur H. Pike (1981ntroduction to Data
Processing with BASI@"ed). Boston Houghton Mifflin
Company

Oliver E.C. and Chapman R.J. (198®)ata Processing(7" ed)
ELBS/DP Publications.
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Richard H. Austin and Lillian Cassel (1988yomputers in Focus
Monterey, CaliforniaBooks/Cole Publication Company.

Tunji and Dokun (1993)Data Processing Principles and Concepts
Lagos Informatics Books

In addiion to these books, you can browse on the&ernet to get
additional materials on the topics covered in this course.

ASSESSMENT

There are two components of assessment for this course. The-Tutor
Marked Assignment (TMA), and the end of course examination

TUTOR-MARKED ASSIGNMENT

The TMA is the continuous assessment component of your course. It
accounts for 30% of the total scodou will be givensix (6) TMAS to
answer. They must be answered before you are allowed to sit for the end
of course examinain. The TMAs would be given to you by your
facilitators at the appropriate time during the course.

FINAL EXAMINATION AND GRADING

This examination concludes the assessment for the course. It constitutes
70% of the whole course. You will be informed dfettime for the
examination. It may omay not coincide with the university semester
examination.

SUMMARY

This course intends to introduce you to the basic understanditigp of
computerand its application in various areas of human endeavour. By
the time you complete studying this course, you should be able to
answer basic questions such as:

What isthe computer?

What are the evolutionary trends in the development of the
computer?

What are the different components of compsier

What are the different tegories of computer software?

What are the areas of application of computers in society?

How could you use¢he computer t@reateuserfriendly, menu
driven and interactive applications?

)l
)l
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1 What are thehreats to the smooth operatiohthe computer?
1 How can you detect, prevent and cure computer viruses?

We wish you success in this course. We do hope that this course will
give you a good head start in the understanding and use of computers.

Best wishes as you enjoy the course.
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MODULE 1 UNDERSTANDING THE COMPUTER

Unit 1 Basic Concepts
Unit 2 Historical Overview of the Computer
Unit 3 Classification of Computers

UNIT 1 BASIC CONCEPTS

CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Definitions
3.2 Methods of ata Processing
3.3 Characteristics of a Computer
3.4 TheComputer System

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

The omputer is fast becoming the universal machine of tRec@dtury.
Early canputers were large in size and too expensive to be owned by
individuals. Thus they were confined to the laboratories and few
research institutes. They could only be programmed by computer
engineers. The basic applications were confined to undertaking @ompl
calculations in science and engineering. Tod#g computer is no
longer confinedto the laboratory. Computers anithdeed, computing
have become embedded in almost every item we use. Computing is fast
becoming ubiquitous. Its application transcendersm®, engineering,
communication, space science, aviation, financial institutions, social
sciences, humanities, the military, transportation, manufactuand,
extractive industries to mention but a few. This unit presents the
background information abbasomputers.

165



AGE 202 INTRODUCTION TO COMPUTER SCIENCE

2.0 OBJECTIVES
At the end of this unit you should be able to:

definethe computer

explaindata processing

explaindata and information

identify methods of data processing
mention thecharacteristics of a computer

=4 =4 =4 -4 =1

3.0 MAIN CONTENT

3.1 Definitions

Computer: A computer is basically defined as a tool or machine used
for processing data to give required information. It is capable of:

taking input data through the keyboard (input ynit)
storing the input data in a diskette, hard disktber medium
processing itn the central processing unit (CPU) and

giving out the result (output) on the screen or the Visual Display
Unit (VDU).

=A =4 =4 =4

PROCESSING | ™ ouTpPuT

\ 4

INPUT

(DATA) (INFORMATION)

Fig. 1. A schematic diagram to define a computer

Data: The term dataefersto facts about a person, object
or place e.g. name, age, complexion, school, class,
height etc.

Information: This is referred to as processed data or a

meaningful statemente.g. net pay of workers,
examination results of students, list of successful
candidates in an examination or interview etc.

3.2 Methods of Data Processing

The following are the three major methods that have been widely used
for data processing over the years:

T The Manual method
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1 TheMechanical method and
1 The Computer method.

The Manual Method

The manual method of data processing involves the use of chalk, wall,
pen pencil and the like. These devices, mackioe tools facilitate
human efforts in recording, dsifying, manipulating, sorting and
presenting data or information. The manual data processing operations
entail considerable manual efforts. Thubke manual method is
cumbersome, tiresome, boring, frustrating and time consuming.
Furthermore, the procging of data by the manual method is likely to be
affected by human errors. When there are errors, then the reliability,
accuracy, neatness, tidiness, and validity of the data would be in doubt.
The manual method does not allow for the processing oé leotumes

of data on a regular and timely basis.

The Mechanical Method

The mechanical method of data processing involves the use of machines
such aghe typewriter, roneomachines, adding machines and the like.
These machines facilitate human efforts necording, classifying,
manipulating, sorting and presenting data or information. The
mechanical operations are basically routine in nature. There is virtually
no creative thinkingMechanical operations are noisy, hazardous, error
prone and untidy. Té mechanical method does not allow for the
processing of large volureef data continuously and timely.

The Computer Method

The computer method of carrying out data processing has the following
major features:

1 Data can be steadily and continuously pssesl

1 The operations are practically not noisy

T There is a store where data and instructions can be stored
temporarily and permanent.

Errors can be easily and neatly corrected.

Output reports are usually very neat, decent and can be produced
in various forng such as adding graphs, diagraamsl pictures

etc.

Accuracy and reliability are highly enhanced

Below are further atiibutes of a computer which makan
indispensable tool for human

= =

= =

165



AGE 202 INTRODUCTION TO COMPUTER SCIENCE

3.3 Characteristics of a Computer

1 Speed: The computer can manipudaiarge data at incredible
speed and response time can be very fast.

1 Accuracy: Its accuracy is very high and its consistency can be
relied upon. Errors committed in computing are mostly due to
human rather than technological weakness. There aoeilin
error detecting schemes in the computer.

1 Storage: It has both internal and external storage facilities for
holding data and instructions. This capacity varies from one
machine to the other. Memories are built up i(Kilo) modules
where K=1024 memoryocations.

1 Automatic:. Once a program is in the <co
run automatically each time it is opened. The individual has little
or no instruction to give again.

1 Reliability: Being a machine, a computer does not suffer human
traits of tiredreess and lack of concentration. It will perform the
last job with the same speed and accuracy as the first job every
time even if ten million jobs are involved.

1 Flexibility: It can perform any type of task once it can be
reduced to logical steps. Modemomputers can be used to
perform a variety of functions like dme processing, muHi
programming, real time processing etc.

3.4 The Computing System

The computing system is made up of the computer system, the user and
the environment in which the conteuis operated.

The Computer System
The computer system is made up of the hardware and the software.

The Hardware
The computer hardware comprises the input unit, the processing unit and
the output unit.

The input unit comprises those media throudhclv data is fed into the
computer. Examples include the keyboard, mouse, joystick, trackball
and scanner.

The processing unit is made up of the Arithmetic and Logic Unit (ALU),
the control unit and the main memory. The main memory also known as
the primay memory is made up of the Read Only Memory (ROM) and
the Random Access Memory (RAM).

16€
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The output unit is made up of those media through which data,
instructions for processing the data (program), and the result of the
processing operation are displayed the user to see. Examplesthé
output unit are the monitor (Visual Display Uraind theprinter.

Software

Computer softwarés the series of instructions that enable the computer
to perform a task or group of tasks. A program is made @godup of
instructions to perform a task. Series of programs linked together make
up software. Computer programs could be catsgdriinto system
software, utility software, and application programs.

Computer Users

Computer users are the different categoaépersonnel that operate the
computer. We have expert users and casual users. The expert users could
be further categased into computer engineers, computer programmers
and computer operators.

The Computing Environment

The computing environmeritcludes the building housing the other
elements of the computing system namely the computer and the users,
the furniture, auxiliary devices such as the voltage ssabjlithe
Uninterruptible Power Supply System (UPS), the fans, the air
conditioners etc. Theschematic diagram of the computing system is
presented in Fig. 2a. to Figd.2

Thecomputingsystem

Za

Hardware Software Users The @mputing
environment

Fig 2a: A Schematic diagram of the computing systen
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System software
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Software

Utility software

/

Application software

[\

Operating Anti Scandisk Word Spread Statistical
system virus processor sheet packages
Fig. 2b: Computer software
Computer users
Expert users < Casual users
System Programners Computer Data entry
engineers operators clerks

16¢
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Computing environment

Building Furniture Auxiliary devices
and fittings
\ 4
Air Voltage UPS
conditioner stabilizer

Fig. 2d: Computing environment

4.0 CONCLUSION

The computer is a machine used for a variety of purposes. Its use
transends all areas of human endeawmwing to the advantages tife
computer method of data processing over the manual and mechanical
methods of data processing.

5.0 SUMMARY

This unithas taughthe following:

1 The ®mputer is any electronic device thatncaccept data,
process it and produce an output

1 The computer method of data processing is superior to the
manual and mechanical methods of data processing

1 The computing system is made up of the computer system, the
users and the computing environment.
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6.0 TUTOR-MARKED ASSIGNMENT

1 a. What is a computer?
b. What are the advantages thie computer method of data
processing ovethe manual and mechanical methods of
data processing.

2. Draw a schematic diagram of a computing system aescdbe
each of the components.

7.0 REFERENCES/FURTHER READING

Akinyokun, O.C. (1999). Principles and Practice of Computing
Technologylbadan International Publishers Limited

Balogun,V.F., Daramola, O.A. Obe, O.0. Ojokoh, B.A., and Oluwadare

S.A. (206). Introduction to Computing: A Practical Approach.
Akure: Tom- Ray Publications
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UNIT 2 A HISTORICAL OVERVIEW OF THE
COMPUTER

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 A Brief History of Computer Technology
3.2  First Generon Electronic Computers (193053)
3.3 Second Generation (199472)
3.4  Third Generation (1963972)
3.5 Fourth Generation (1972984)
3.6  Fifth Generation (1984.990)
3.7 Sixth Generation (199Date)
4.0 Conclusion
5.0 Summary
6.0 Tutor-MarkedAssignment
7.0 References/Further Reading

1.0 INTRODUCTION

The computer as we know it today has evolved over the ages. An
attempt is made in this unit to present in chronological order the various
landmarks and milestones in the development of thepaten Based on

the milestone achievement of each,eitae computer evolution is
categorsed into generations. The generational classificatiowever, is

not rigid as we may find one generation eating into the next.

2.0 OBJECTIVES

At the end of the unityou should be able to:

1 explain the processes leading to the emergence of the modern
computer
1 predict thedirection of research in computer technology in the

near future.

3.0 MAIN CONTENT
3.1 A Brief History of Computer Technology
A complége history of computing would include a multitude of diverse

devices such as the ancient Chinese abacus, the Jacquard loom (1805)
and Charl es Babbageods Aanal yti cal engin
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AGE 202 INTRODUCTION TO COMPUTER SCIENCE

include a discussion of mechanical, analog and digital comgut
architectures. As late as the 1960schamical devices, such as the
Merchant calculator, still found widespread application in science and
engineering. During the early days of electronic computing devices,
there was much discussion about the redatnerits of analog vs. digital
computers. In fact, as late as the 1960s, analog computers were
routinely used to solve systems of finite difference equations arising in
oil reservoir modeling. In the end, digital computing devices proved to
have the powr, economics and scalability necessary to deal with large
scale computations. Digital computers now dominate the computing
world in all areas ranging from the hand calculator to the supercomputer
and are pervasive throughout society. Therefore, thé$ biketch of the
development of scientific computing is limited to the area of digital,
electronic computers.

The evolution of digital computing is often divided into generations.
Each generation is characsed by dramatic improvements over the
previols generation in the technology used to build computers, the
internal orgargation of computer systems, and programming languages.
Although not usually associated with computer generations, there has
been a steady improvement in algorithms, including élyos used in
computational science. The following history has been osgdnising
these widely recognized generations as mileposts.

3.2 First Generation Electronic Computers (1937 1953)

Three machines have been promoted at various times asirshe f
electronic computers. These machines used electronic switchég, in
form of vacuum tubes, instead of electromechanical relays. In principle
the electronic switches were more reliable, since they would have no
moving parts that would wear out, llechnology was still new at that
time and the tubes were comparable to relays in reliability. Electronic
components had one major benefit
Afcl oseo about 1,000 times faster

The earliest attempt tbuild an electronic computer was by J. V.
Atanasoff, a professor of physics and mathematics at lowa State, in
1937. Atanasoff set out to build a machine that would help his graduate
students solve systems of partial differential equations. By 1941 dhe an
graduate student Clifford Berry had succeeded in building a machine
that could solve 29 simultaneous equations with 29 unknowns.
However, the machine was not programmable, and was more of an
electronic calculator.

A second early electronic machine waslossus, designed by Alan
Turning for the British military in 1943. This machine played an

172
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important role in breaking codes used by the German army in World

Wa r [ Turningds main contribution to
was the idea of th&urning Machine, a mathematical formalism widely

used in the study of computable functions. The existence of Colossus

was kept secret until long after the war ended, and the credit due to

Turning and his colleagues for designing one of the first working

electronc computers was slow in coming.

The first general purposes programmable electronic computer was the
Electronic Numerical Integrator and Computer (ENIAC), built by J.
Presper Eckert and John V. Mauchly at the Universiteinsylvania

Work began in 193, funded by the Army Ordinance Department, which
needed a way to compute ballistics during World War Il. The machine
wasnot compl eted unt i | 1945, but t hen i
calculations during the design of the hydrogen bomb. By the timesit wa
decommissioned in 1955 it had been used for research on the design of
wind tunnels, random number generators, and weather prediction.
Eckert, Mauchly, and John Von Neumann, a consultant to the ENIAC
project, began work on a new machine before ENIAC fiméshed. The

main contribution of EDVAC, their new project, was the notion of a
stored program.

There is some controversy over who deserves the credit for this idea,
but no one knows how important the idea was to the future of general
purpose computer ENIAC was controlled by a set of external switches
and dials; to change the program required physically altering the settings
on these controls. These controls also limited the speed of the internal
electronic operations. Through the use of a mentbay was large
enough to hold both instructions and data, and using the program stored
iIn memory to control the order of arithmetic operations, EDVAC was
able to run orders of magnitude faster than ENIAC. By storing
instructions in the same medium as dal@signers could concentrate on
improving the internal structure of the machine without worrying about
matching it to the speed of an external control.

Regardless of who deserves the credit for the stored program idea, the

EDVAC project is significant asan example of the power of

interdisciplinary projects that characseri modern computational

science. By recogsing that functions, in the form of a sequence of

instructions for a computer, can be encoded as numbers, the EDVAC

group knew the instructien coul d be stored iIin the comp
aong with numerical data. The notion of using numbers to represent

functions was a key step used by Goedel in his incompleteness theorem

in 1937, work which Von Neumann, as a logician, was quite familiar

with. Von Neumanndés background in | ogic, col
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Mauchl yos el ectrical engineering
interdisciplinary team.

Software technology during this period was very primitive. The first
programs were written out in machigede, i.e. programmers directly
wrote down the numbers that corresponded to the instructions they
wanted to store in memory. By the 1950s programmers were using a
symbolic notation, known as assembly language, then-trandlating

the symbolic notationnto machine code. Later programs known as
assemblers performed the translation task.

As primitive as they were, these first electronic machines were quite
useful in applied science and engineering. Atanasoff estimated that it
would take eight hours tamklre a set of equations with eight unknowns
using a Marchant calculator, and 381 hours to solve 29 equations for 29
unknowns. The AtanaseBerry computer was able to complete the
task in under an hour. The first problem run on the ENIAC, a numerical
simulation used in the design of the hydrogen bomb, required 20
seconds, as opposed to forty hours using mechanical calculators. Eckert
and Mauchly later developed what was arguably the first commercially
successful computer, the UNIVAC; in 1952, 45 minuaéter the polls
closed and with 7% of the vote counted, UNIVAC predicted Eisenhower
would defeat Stevenson with 438 electoral votes (he ended up with 442).

3.3 Second Generation (1954 1962)

The second generation saw several important developmentdeatetd

of computer system design, from the technology used to build the basic
circuits to the programming languages used to write scientific
applications.

Electronic switches in this era were based on discrete diode and
transistor technology with a switing time of approximately 0.3
microseconds. The first machines to be built with this technology
include TRADIC at Bell Laboratories in 1954 and -DX a't MI TOs
Lincoln Laboratory. Memory technology was based on magnetic cores
which could be accessed iandom order, as opposed to mercury delay

lines, in which data was stored as an acoustic wave that passed
sequentially through the medium and could be accessed only when the
data moved by the I/O interface.

Important innovations in computer architectureluded index registers

for controlling loops and floating point units for calculations based on
real numbers. Prior to this accessing successive elements in an array
was quite tedious and often involved writing selbdifying codes
(programs which modifig themselves as they ran; at the time viewed as
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a powerful application of the principle that programs and data were
fundamentally the same, this practice is now frowned upon as extremely
hard to debug and is impossible in most high level languages).ingloat
point operations were performed by libraries of software routines in
early computers, but were done in hardware in second generation
machines.

During this second generation many high level programming languages
were introduced, including FORTRAN (1956ALGOL (1958), and
COBOL (1959). Important commercial machines of this era include the
IBM 704 and 7094. The latter introduced 1/O processors for better
throughput between I/O devices and main memory.

The second generation also saw the first two speputers designed

specifically for numeric processing in scientific applications. The term
Asupercomputero Iis generally reserved fo
magnitude more powerful than other machines of its era. Two machines

of the 1950s deservéhis title. The Livermore Atomic Research

Computer (LARC) and the IBM 7030 (aka Stretch) were early examples

of machines that overlapped memory operations with processor

operations and had primitive forms of parallel processing.

3.4 Third Generation (19637 1972)

The third generation brought huge gains in computational power.
Innovations in this era include the use of integrated circuits, or ICs
(semiconductor devices with several transistors built into one physical
component), semiconductor memoriearshg to be used instead of
magnetic cores, microprogramming as a technique for efficiently
designing complex processors, the coming of age of pipelining and other
forms of parallel processing, and the introduction of operating systems
and timesharing.

The first ICs were based on smadlale integration (SSI) circuits, which
had around 10 devices per <circuit (or
mediumscale integrated (MSI) circuits, which had up to 100 devices per
chip. Multilayered printed circuitsvere developed and core memory
was replaced by faster, solid state memories. Computer designers began
to take advantage of parallelism by using multiple functional units,
overlapping CPU and [I/O operations, and pipelining (internal
parallelism) in both té instruction stream and the data stream. In 1964,
Seymour Cray developed the CDC 6600, which was the first
architecture to use functional parallelism. By using 10 separate
functional units that could operate simultaneously and 32 independent
memory bang, the CDC 6600 was able to attain a computation rate of 1
million floating point operations per second (1 Mflops). Five years later

=1
(@]
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CDC released the 7600, also developed by Seymour Cray. The CDC
7600, with its pipelined functional units, is consideredbe the first
vector processor and was capable of executing at 10 Mflops. The IBM
360/91, released during the same period, was roughly twice as fast as the
CDC 66@. It employed instruction look ahead, separate floating point
and integer functional ursitand pipelined instruction stream. The IBM
360195 was comparable to the CDC 7600, deriving much of its
performance from a very fast cache memory. The SOLOMON
computer, developed by Westinghouse Corporation, and the ILLIAC 1V,
jointly developed by Burnaghs, the Department of Defanand the
University of Illinois, was representative of the first parallel computers.
The Texas Instrumemdvanced Scientific Computer (FASC) and the
STAR-100 of CDC were pipelined vector processors that demonstrated
the vability of that design and set the standards for subsequent vector
processors.

Early in this third generatigrtCambridge and the University of London
cooperated in the development of CPL (Combined Programming
Language, 1963). CPL was, according to mihars, an attempt to
capture only the important features of the complicated and sophisticated
ALGOL. However, the ALGOL CPL was large with many features that
were hard to learn. In an attempt at further simplification, Martin
Richards of Cambridge dewgled a subset of CPL called BCPL (Basic
Computer Programming Language, 1967).

3.5 Fourth Generation (1972i 1984)

The next generation of computer systems saw the udargd scale
integration (LSI 1000 devices per chip) and vdayge scale integten

(VLSI 1100,000 devices per chip) in the construction of computing
elements. At this scale entire processors will fit onto a single chip, and
for simple systems the entire computer (processor, main memory, and
I/O controllers) can fit on one chip. @adelays dropped to about Ins
per gate.

Semiconductor memories replaced core memories as the main memory
in most systems; until this time the use of semiconductor memory in
most systems was limited to registers and cache. During this period,
high speedsector processors, such as the CRAY 1, CRAWR and
CYBER 205 dominated the high performance computing scene.
Computers with large main memory, such as the CRAY 2, began to
emerge. A variety of parallel architectures began to appear; however,
during ths period the parallel computing efforts were of a mostly
experimental nature and most computational science was carried out on
vector processors. Microcomputers and workstations were introduced
and saw wide use as alternatives to tshared mainframe cquuters.
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Developments in software include very high level languages such as FP
(functional programming) and Prolog (programming in logic). These
languages tend to usalaclarativeprogramming style as opposed to the
imperativestyle of Pascal, C. FORRAN, et al. In a declarative style, a
programmer gives a mathematical specification of what should be
computed, leaving many details of how it should be computed to the
compiler and/or runtime system. These languages are not yet in wide
use, but are verpromising as notations for programs that will run on
massively parallel computers (systems with over 1,000 processors).
Compilers for established languages started to use sophisticated
optimisation technigques to improve ca&jeand compilers for vector
processors were able to vectarisimple loops (turn loops into single
instructions that would initiate an operation over an entire vector).

Two important events marked the early part of the third generation: the

development of the C programming languagd #re UNIX operating

system, both at Bell Labs. In 1972, Dennis Ritchie, seeking to meet the

design goals of CPL and genesali Thompsonds B, devel oped
language. Thompson and Ritchie then used C to write a version of

UNIX for the DEC PDP11. ThisC-based UNIX was soon ported to

many different computers, relieving users from having to learn a new

operating system each time they change computer hardware. UNIX or a

derivative of UNIX is now a de facto standard on virtually every

computer system.

An important event in the development of computational science was
the publication of the Lax report. In 1982, the US Department of
Deferce (DOD) and National Science Foundation (NSF) sponsored a
panel on Large Scale Computing in Science and Engineeriniged gy

Peter D. Lax. The Lax Report stated that aggressive and focused foreign
initiatives in high performance computing, especially in Japan, were in
sharp contrast to the absence of coordinated national attention in the
United States. The report notdtiat university researchers had
inadequate access to high performance computers. One of the first and
most visible of the responses to the Lax report was the establishment of
the NSF supercomputing ceeg. Phase | on this NSF program was
designed to eourage the use of high performance computing at
American universities by making cycles and training on three (and later
six) existing supercomputers immediately available. Following this
Phase | stage, in 1984 1985 the NSF provided funding for the
estdlishment of five Phase Il supercomputing cent

The Phase Il cerds, located in San Diego (San Die§apercomputing
Cente); lllinois (National Cemte for Supercomputing Applications);
Pittsburgh (Pittsburgh Supercomputing Center); Cornell (Cornelbiih
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Cente); and Princeton (John Von Neumann GCent have been
extremely successful at providing computing time on supercomputers to
the academic community. In addition they have provided many valuable
training programes and have developed several wafte packages that
are available free of charge. These Phase Ireenbntinue to augment
the substantial high performance computing efforts at the National
Laboratories, especially the Department of Energy (DOE) and NASA
sites.

3.6 Fifth Generation (19841 1990)

The development of the next generation of computer systems is
charactesed mainly by the acceptance of parallel processing. Until this
time, parallelism was limited to pipelining and vector processing, or at
most to a few processors sharijglps. The fifth generation saw the
introduction of machines with hundreds of processors that could all be
working on different parts of a single program. The scale of integration
in semiconductors continued at an incredible pacethatby 1990 it

was mssible to build chips with a million componentis and
semiconductor memories became standard on all computers.

Other new developments were the widespread use of computer networks
and the increasing use of singlser workstations. Prior to 1985, large
scale parallel processing was viewed as a research goal, but two systems
introduced around this time are typical of the first commercial products
to be based on parallel processing. The Sequent Balance 8000
connected up to 20 processors to a single shaesdory module (but

each processor had its own local cache). The machine was designed to
compete with the DEC VAX/80 as a general purpose Unix system,
with each ©processor wor king on a
Sequent provided a library of subrawgs that would allow programmers

to write programs that would use more than one processor, and the
machine was widely used to explore parallel algorithms and
programming techniques.

The Intel iPSECL , ni cknamed At he hypercub
approach. Instead of using one memory module, Intel connected each
processor to its own memory and used a network interface to connect
processors. This distributed memory architecture meant memory was no
longer a bottleneck and large systems (using more processaoid) be

built. The largest iPSQ@ had 128 processors. Toward the end of this
period, a third type of parallel processor was introduced to the market.

In this style of machine, known asdataparallel or SIMD, there are

several thousand very simpleopessors. All processors work under the
direction of a single control uni t ;
then all processors find their local copy of a and add it to their local
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copy of b. Machines in this class include the Connection Madinom
Thinking Machines, Inc., and the MPfrom MasPar, Inc.

Scientific computing in this period was still dominated by vector
processing. Most manufacturers of vector processors introduced
parallel models, but there were very few (two to eightlcessors in
these parallel machines. In the area of computer networking, both wide
area network (WAN) and local area network (LAN) technology
developed at a rapid pace, stimulating a transition from the traditional
mainframe computing environment towardsdestributed computing
environment in which each user has their own workstation for relatively
simple tasks (editing and compiling programs, reading mail) but sharing
large, expensive resources such as file servers and supercomputers.
RISC technology (atgle of internal orgamation of the CPU) and
plummeting costs for RAM brought tremendous gains in computational
power of relatively low cost workstations and servers. This period also
saw a marked increase in both the quality and quantity of scientific
visualisation.

3.7 Sixth Generation (1990 to date)

Transitions between generations in computer technology are hard to

define, especially as they are taking place. Some changes, such as the

switch from vacuum tubes to transistors, are immediately appase

fundamental changes, but others are clear only in retrospect. Many of

the developments in computer systems since 1990 reflect gradual

improvements over established systems, and thus it is hard to claim they
represent a transnot,i obnutt ootah enre wd efivgeel noepr naet ni
prove to be significant changes.

In this section, we offer some assessments about recent developments
and current trends that we think will have a significant impact on
computational science.

This generation is beginningith many gains in parallel computing,
both in the hardware area and in improved understanding of how to
develop algorithms to exploit diverse, massively parallel architectures.
Parallel systems now compete with vector processors in terms of total
computirg power andmost especiallyparallel systems to dominate the
future.

Combinations of parallel/vector architectures are well established, and
one corporation (Fujitsu) has announced plans to build a system with
over 200 of its high and vector processorslanufacturers have set
themselves the goal of achieving teraflops,f{Hdithmetic operations
per second) performance by the middle of the decade, and it is clear this
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will be obtained only by a system with a thousand processors or more.
Workstation tehnology has continued to improve, with processor
designs now using a combination of RISC, pipelining, and parallel
processing. As a result it is now possible to procure a desktop
workstation that has the same overall computing power (100 megaflops)
as fouth generation supercomputers. This development has sparked an
interest in heterogeneous computing: a program started on one
workstation can find idle workstations elsewhere in the local network to
run parallel subtasks.

One of the most dramatic changes the sixth generation is the
explosive growth of wide area networking. Network bandwidth has
expanded tremendously in the last few years and will continue to
improve for the next several years. T1 transmission rates are now
standard for regional networs , and t he nati onal
interconnects regional networks uses T3. Networking technology is
becoming more widespread than its original strong base in universities
and government laboratories as it is rapidly finding application-k2K
educatiom, community networks and private industry. A little over a
decade after the warning voiced in the Lax report, the future of a strong
computational science infrastructure is bright.

4.0 CONCLUSION

The development ahe computer spasthrough manygenerations with
each generation chronicling the landmark achievements of the period.

5.0 SUMMARY

This unit teachesthat the development adhe computerhas spanned
through six generations.

6.0 TUTOR-MARKED ASSIGNMENT

1. Outline the major landmarks the fourth and fifth generations of
computers.
2. Explain what is meant by stored program computer architecture.
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1.0 INTRODUCTION

The computer has passed through many stages of ievolubm the
days of the mainframe computers to the era of microcomputers.
Computers have been classified based on different criteria. In this unit,
we shall classify computers based on three popular methods.

2.0 OBJECTIVES
At the end of this uniyou should be able to:
classify computers based on size, type of signal and purpose

identify the features that differentiate one class of computer
from the others.

T
T

3.0 MAIN CONTENT
3.1 Categories of Computers

Although there are no industry standards, potaers are generally
classified in the following ways:

3.2 Classification Basedon Signal Type

There are basically three types of electronic computers. These are the
Digital, Analog and Hybrid computers.
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The Digital Computer

This represerttits variables in the form of digits. The data it deals with,
whether representing numbers, letters or other symbols, are converted
into binary form on input to the computer. The data undergoes a
processing after which the binary digits are converted back to alpha
numeric form for output for human use. Because of the fact that
business applications like inventory control, invoicing and payroll deal
with discrete values (sepme, disunited, discontinuoudjey are best
processed with digital computers. As autesf this, digital computers

are mostly used in commercial and business places today.

The Analog Computer

It measures rather than counts. This type of computer sets up a model of
a system. The @mmon type representssitvariables in terms of
electri@l voltage and sets up circuit analog to the equation connecting
the variables. The answer can be either by using a voltmeter to read the
value of the variable required, or by feeding the voltage into a plotting
device. Analog computersiold data in thdorm of physical variables
rather than numerical quantities. In theory, analog computers give an
exact answer because the answer has not been approximated to the
nearest digit. Whereas, when we try to obtain the answers using a
digital voltmeter, we ofte find that the accuracy is less than that which
could have been obtained from an analog computer.

It is almost never used in business systems. It is used by seiantist
enginees to solve systems of partial differential equations. It is also
used in controlling and monitoring of systems in such areas as
hydrodynamics and rocketry in production. There are two useful
properties of this computer once it is programmed:

1 It is simple to change the value of a constant or coefficient and
study the effectfosuch changes.

1 It is possible to link certain variables to a time pulse to study
changes with time as a variable, and chart the result on-én X
plotter.

The Hybrid Computer

In some cases, thmmputeruser may wish to obtain the output from an
analog omputer as processed by a digital computer or vice versa. To
achieve this, he set up a hybrid machine where the two are connected
and the analog computer may be regarded as a peripheral of the digital
computer. In such a situation, a hybrid system attertp gain the
advantage of both the digital and the analog elements in the same
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machine. This kind of machine is usually a spepilabose device
which is built for a specific task. It needs a conversion element which
accepts analog inputs, and outpdigital values. Such converters are
called digitsers. There is need for a converter from analog to digital
also. It has the advantage of giving reale response on a continuous
basis. Complex calculations can be dealt with by the digital elements,
thereby requiring a large memory, and giving accurate results after
programming. They are mainly used in aerospace and process control
applications.

3.3 Classification by Purpose

Depending on their flexibility in operation, computers are classified as
either special purpose or general purpose.

SpeciatlPurpose Computers

A special purpose computer is one that is designed to solve a restricted
class of problems. Such computers may even be designed and built to
handle only one job. In such machines, steps or operations that the
computer follows may be built into the hardware. Most of the
computers used for military purposes fall into this class. Other
example of special purpose computers include:

1 Computers designed specifically to solve navigatigmoblems.

1 Computers designed for tracking airplane missiles

1 Computers used for process control applications in industries
such as oil refinery, chemical manufacture, steel processing and
power generation

1 Computers used as robots in factories likénicle assembly
plants and glass industries.

General Attributes of SpeciatPurpose Computers

Specialpurpose computsrare usually very efficient for the tasks for
which they are specially designed.

They are very much less complex than ge@eralpurpos computers.
The simplicity of the circuiting stems from the fact that provision is
made only for limited facilities.

They are very much cheaper than tiemeralpurpose type since they
involve fewercomponents and are less complex.
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GeneralPurpose Canputers

Generalpurpose computers are computers designed to handiele

range of problems. Theoretically, a gengratpose computer can be
adequate by means of some easily alterable instructions to handle any
problems that can be solved by computatiém practice however, there

are limitations imposed by memory size, speed and the type of
input/output devices. Examples of areas where general purpose
computersare employed include the following:

Payroll

Banking

Billing

Sales analysis

Cost accountig
Manufacturing scheduling
Inventory control

=A =2 =4 -8 -8 -8 -9

General Attributes of GeneralPurpose Computers

1 Generalpurpose computers are more flexible than special
purpose computersThus, the formecan handle a wide spectrum
of problems.

1 They are less efficient thahe speciapurpose computers due to

such problems ate following:

- They have inadequate storage

- They have low operating speed

- Coordination of the various tasks and subsestay take time

- Generalpurpose computers are more complex than spéci
purposecomputers.

3.4 Classification of Computers According to Capacity

In the past, the capacity of computers was measured in terms of physical
size. Today, however, physical size is not a good measure of capacity
because modern technology has maie possible to achieve
compactness.

A better measure of capacity today is the volume of work #hat
computer can handle. The volume of work that a given computer
handles is closely tied to the cost and to the memory siztheof
computer. Therefore, mbauthorities today accept rental price as the
standard for ranking computetdere, both memory size and cost shall
be used to rank (classify) compwtanto three main categories as
follows:
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i Microcomputers
1 Medium/mini/small computers
1 Largecomputermainframes.

Microcomputers

Microcomputers, also known as single board computers, are the
cheapest class of computers. In the microcomputer, we do not have a
Central Processing Unit (CPU) as we have in the larger computers
Rather we have a microprocessorpchs the main data processing unit.
They are the cheapestdsmallestand can operate under normal office
conditiors. Examples are IBM, APPLE, COMPAQ, Hewlett Packard
(HP), DellandToshiba, etc.

Different Typ es of Personal Computers (Microomputers)

Normally, personal computers are placedtba desk hence they are
referred to as desktop personal computers. Still other types are available
under the categories of personal computers. They are:

1 Laptop Computers: Theseare small size types thatedbattery
operated. The screen is used to cover the system while the
keyboard is installed flat on the system unit. They could be
carried about like a box when closed after operation and can be
operated in vehicles while on a journey.

1 Notebook Computers. These are like laptop computers but
smaller in size. Though smaithe notebook computeomprises
all the components of a full system.

1 Palmtop Computers. The palmtop computer isfar smaller in
size. All the components are completeraany of theabove but
it is made smaller so that it can be held on the palm.

Uses ofthe Personal Computer
A personal computer can perform the following functions:

T It can be used to produce documents like memos, reports, letters
and briefs.

It can be used to caltate budgetand accounting tasks

It can analge numeric functios

It can create illustrations

It can be used for electronic mails

It an help in making schedgland plaming projects

It can assist in searching for specific information from lists or
from reports.

=A =4 =4 -4 -8 9
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Advantages ofthe Personal Computer

1 The personal @mputer is versatileit can be used in any
establishment

It has faster speed for processing data
It can deal with several data at a time

It can attend to several users at the same time, theeairyable
to process several jobs at a time

It is capable of storing several data

Operatingthe personal computer givesss fatigue

It is possible to network personal computehat is linking of
two or more computers

E

= =4 =N

Disadvantages othe Personal Computer

The personalamputer is costly to maintain

It is very fragile and complex to handle

It requires special skill to operate

With inventiors and innovatior everydaythe personal computer

is at the risk of becomingbsolete

1 It can lead to unemploymengespecially in less developed
countries

1 Some computers canot function properly without the aid &

cooling systeme.g.air conditioners or fan& some locations.

= =4 =4 =4

Mini Computers

Mini computers have memory capacity in the ragh@8 256 Kbyte$®

and ae also not expensive but reliable and smaller in size compare to
mainframe. They werefirst introduced in 1965; when DEC (Digital
Equipment Corporation) built the PDP 8.0Other mini computes are
WANG VS.

Mainframe Computers

The mainframecomputersoften called number cruncteehave memory
capacity of the order a#4 Kbyte$ and are very expensive. They can
execute up to 10MIPS (Meanwhile Instructionper Second). They
have large systems and are used by many people for a variety of
purposs.
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4.0 CONCLUSION

Computers are classified based on three major criteria namely size, type
of signal being processgaind purpose. The classification adopted at any
point in time depends on the issues involved. For instance, if our goal is
to process differat kinds of signals or to accept one type of signal and
convert to another form of signal, we should look in the realm of analog
or digital or even the hybrid computers. Thig course, calls for a
converter such asnalog to digital converter ordigital to analog
converter as the case may be.

5.0 SUMMARY

In this unit we have been abledtudythe following:

T Computerscan be classified based on three major criteria: size,
type of signal being processeuhd purpose.

| Based on sizecomputers are clas®d as mainframe, mini
computer ananicrocomputer.

1 Based on the type of signal being processed, computers are
classified as analog, digital and hybrid.

1 Based on purpose, commers are classified as genepalrpose or
specialpurpose computers.

T Microcompuers now come in different forms due to the

continued reduction Iin sizas a result ohdvances in electronic
technology. Microcomputers could be desktop, laptop or
palmtop.

6.0 TUTOR-MARKED ASSIGNMENT

=

Classify computexrbased on type of signal.

2. Based onthe signal being processeth what categoryeach of
these computing equipment belongetrol pump, thermometer,
cellphone, antaircraft radar control ithe military, andweather
forecasting equipment at tineeteorologicaktation.
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3.0 INTRODUCTION

Your personalcomputer (PC) is really a collection of septe items
working together as a tearwith you as the captain. Some of these
components are essential; others simply make working more pleasant or
efficient. Adding extra items expands the variety of tasks you can
accomplish with your machine.

4.0 OBJECTIVES

At the end of this unit you should be able to:

1 identify the components of the computer
1 explain the importance of each component of the computer

3.0 MAIN CONTENT

3.1 The System Unit

The system unit is the main unit of a PC. It is¢bmputer itelf while
other units attached to it are regarded as peripherals. It could be viewed

as the master conductor orchestrat.
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of several components like timaotherboardprocessorpuses, memory,
power supply unit, etc. his unit the system unit) has been confused
over the years by novices as the CPU. This is not true. The CPU
(Central Processing Unit) or simply processor is a component within the
system unit and is not the only thing that makes up the system unit.
Herce, it will be wrong to equate the system unit with the CPU.

3.2 The Front of the System Unit

Lights

Your unit may display a variety of calced lighs on the front panel,
including power and turbo signals, and light to indicate if hled or
floppydiskis being read or written to.

Key Lock

You can stop intrudersom tampering with your PC by using theck
on the front panellTurningthe key prevents the kkgard from working.

Turbo Button

Some PCs offer a choice of speeds at which they can Aunurbo
switch is usually left so the computer runs at its fastest speed.

Reset Button

|l f your PC Afreezeso and wondét respond t
up again using the reset button. Pressing the reset button loses all the

work you have not s&d in that session, so use it only as a last resort.

Power On/Off

All PCs have main power switch on the system unit. Sometimes this
control is placed on the outside back panel.

Floppy Disk Drives
Either, or both, of two standard types of floppy diskel may be found

at the front of the system unit. Some systems also have internal CD
ROM or tape drives.
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Fig. 3: CD-ROM or DVD drive

3.3 The Back of the System Unit

The Fan Housing

The electronic components in your PC generate a lot of heat. To prevent
overheating, a fan at the back of the unit removes hot air from the
system.

Power Nnino and Nout o Socket s

Cables plugged into these sockeasry power from the electrical outlet
to the system unit and from the system unit to the monitor.

The Joystick Port

Using a joystick is often much better than pressing keys to control
movements when playing a computer game.

Serial Ports

Serialportsoften connect the PC tbemodem or mouse. Most PCs are
fitted with two serial ports that
ASeri al 10 and ASeri al 20, or ACOM
Sound Jacks

If you have a sound fitted inside your system unit, you willssgseck or

jacks at the back. These can be used to connect your PC to speakers, a
microphone, or anxternal sound source.
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The Keyboard Port

The cable from your keyboard ends with a round connector, which plugs
into the keyboard port.

The Network Adapter

If an expansion card is fitted to link your PC with other PCs in your
office you will see a network connector at the back of the system unit.

The Monitor Port

A cable from your monitor plugs into this port and carries display
information to the monitor

Bays for Expansion Cards

PCs are easilgxpandedperhaps to provide modem, sound or faster
graphics. You can plug cards into expansion slots inside the PC. The
end of an expansion card shows at the back of your machine, allowing
you to connect items

3.4 Inside The SystemUnit

|
-

Matlefl e g

sl

Fig. 4: Inside the system unit

The brain behind everything that happens in your PC is contained within
the system unit. Inside the unit are the impressive electronics that run
programs, handle instructions,dadetermine the results. Most of the
more important items are described below
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The Battery

A small battery powers a clock to keep track of the time when the PC is
turned off. It also maintains low electricity to certain RAM chips that
record whichcomponents are installed.

The Disk Drive Controller Card

This card controls the PC6s disk d
serial and parallel ports at the back of the card link internal PC
components with external devices such as mouse and printer.

The Display Adapter Card (Video Card)

All the information your computer will display is stored in its memory.
To be useful, you need to see the information. The display adapter card
i's the |Ilink between the PC6s memory

Expansion Slots

These long narrow connectors allow you to plug in expansion cards
(also known as adapter cards), which offer extra options not available on
a basic PC.

ROM Chips

Readonly memory (ROM) chips have data written on them during
manufacturing that tells th€PU what to do when the PC is switched
on. The data is always there, even when you switch the PC off.

RAM Chips

When a computer is switched on ardrunning a program, RAM
(Random Access Memory) is used for purposes such as holding the
program and & data. But when the PC is switched off, anything held in
RAM is lost.

Empty RAM Chip Slots

These slots | et you expand your <co
RAM chips or modules. Some B@ork even faster because they come
equipped with Cache MemoryCachememory consists of expensive

and very fast memory chips that store the data or instructions that the
CPU will look at next. Cache memory can speed up work on your
computer enormously.
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Fig. 5: A RAM chip

The Central Processing Unit (CPU)
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Fig. 6: An Intel processor

The microprocessor, ocentralproces;n\guni t  ( CPU) , i's the compl
most I mportant single item. 't does all
programs (series of instructions) that you request.

CPU Support Chips

These chips help the CPU manage all the other parts of the computer.

The Math Coprocessor Slot

A math coprocessor, present in some PCs, assists the CPU in its
numbercrunching activities (if programs have been designed to use it).
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Fig. 7: The CPU fan

The Speaker

The speaker emits the computerds so
The Power Supply Unit

All the components in a PC need electrical supply. Most needoét 5
supply although floppy disk drive motors require 12 volts. If the
componerg were connected to normal household current, they would
blow up, so the power supply unit converts high voltage electrical
current to a low voltage.

The Hard Disk Drive

The hard disk is your computer s me
large amount bdata and programs. Unlike data held in RAM, the
information on the hard disk is not affected when the PC is turnéd off

it remains there unless you instruct the PC to overwrite it or the hard

disk is damaged.
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Fig. 8: Thehard drive (Hard disk)
The Motherboard

All the electronic components in a PC are mounted on a piece of
fiberglass called the motherboard. Fiberglass cannot conduct electricity,
so each component is insulated from all the others. Thin lines of metal
on the surface of the fiberglass connect pins from one component to
another, forming the computerods el ectrice



AGE 202 INTRODUCTION TO COMPUTER SCIENCE

a

e

3
e

®

Intel CPUs

The earliest PCs were equipped with a CPU from Intel Corporation
called the 8088. The next generation of PCs used CPU known by the
numbe?28bda®d were called APC/ ATO com
PCs have been supplied with more and more powerful QPlthe

80386, the 80486, and the more recent and impressive of all, the Intel
Pentium (1, 11, 11, IV& M).

All these PC processors belong to anilg called 80 x 86. In general,
you can run the same software on PCs containing different CPUs within
this family. From the outside, the chips look different only in sizes and
number of piAput inside An 80486 has over one million components to
the 3,90 that were in the first 8088. Because of these differences, the
latest Pentiums runs over ten times faster.

What is the CPU

The CPU is certainly the most important PC component. CPU stands for
Central Processing UnitLet us briefly study that name:

1 It is a processor, because it processes (moves and calculates)
data

1 It is central, because it is the cesdf PC data processing.

1 It is a unit, because it is a chip, which contains ioné of

transistors.
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CPU Speed

The speed of a CPU is measured in megahertz (MHz). A computer has
a central clock that keeps all the components in time with each other;
one hertz is similar to a clock tick and megahertz is equal to one million
ticks persecond. If your PC runs at 333 or 400MHz, the central clock
ticks 333 or 400 million times every second. As you might imagine, the
faster the clock ticks, the faster the computer runs.

Without the CPU, there would be no PC. Like all other hardware
compaments, CPUs are continually undergoing further development.
You can see the explosive technological development in data processing
most clearly in the development of newer and faster CPUs. The CPUs
have for years doubled their performance about everyn@&hs and
there are no indications that this trend will stop.

When we now look at all the CPUs from a broader perspective, we can
see that:

1 The CPU history is closely tied to the companies IBM,and
especially Intel.

The CPUs have their roots back ttdl's chip4004from 1971.

The compatibility concept has been important throughout the
development.

T
T

Generations of CPUs

There are CPUs of many brand names (IBM, Texas, Cyrix, AMD), and
often they make models which overlap two generations. This caa mak
it difficult to keep track of CPUs. Here is an attempt to identify the
various CPUs according to generason

History of CPUs

The following table shows the different CRj@nerations
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Table 1: Different Generations of the CPU

PC CPUs Year | Number
of
Transistors
1stGeneration | 8086 and 8088 1978 | 29,000
81
2nd Generatior| 80286 1984 | 134,000
3rd Generation| 80386DX and 80386SX 1987 | 275,000
88
4th Generation| 80486SX, 80486DX| 1990 | 1,200,000
80486DX2 and 80486DX4 | 92
5th Generation| Pentium 1993 | 3,100,000
Cyrix 6X86 | 95 --
AMD K5 | 1996 | --
IDT WinChip C6 1996 | 3,500,000
1997
Improved Pentium MMX | 1997 |4,500,000
5th Generation | IBM/Cyrix 6x86MX | 1997 | 6,000,000
IDT WinChip2 3D 1998 | 6,000,000
6th Generation | Pentium Prc| 1995 | 5,500,000
AMD K6 | 1997 | 8,800,000
Pentium [l 11997 | 7,500,000
AMD K6-2 1998 | 9,300,000
Improved 6th| Mobile Pentium 1111999 | 27,400,000
Generation Mobile Celeron 18,900,000
Pentium " 9,300,000
AMD K6-3 ?
Pentium Il CuMine 28,000,000
7thGeneration| AMD  original  Athlon | 1999 | 22,000,000
AMD Athlon Thunderbird/ 2000 | 37,000,000
Pentium 4 2001 | 42,000,000
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An Intel processor

DISKS
Floppy Disks

Computers use diskto store information. Although there is a

permanent hard disk thiwes inside the system unit, you can use floppy

disks to store and move data easily from one PC to another. Floppy

disks come in two sizes, either 5% or 3% inches in diameter. The

smaller disks are able to store more data and are also less easily

damaged, because of their thicker plastic cases. As both sizes can be

either fAhigho or fAlowo capacity (or densi
of disks available. Higitapacity disks are more expensive, but they can

store much more information. Lewapaciy disks are generally labeled

DS/ DD, which stands for fdoubd e sided/ dol
capacity floppy disks are labhetl DS/HD (double sided/higdensity).

Caring for Disks

Treat floppy disks carefully, and you can take them almost anywhere
safely. Donodt | eave the disks in your
Also avoid putting anything heavy on top of your disks or leaving them
in extremes of hot or cold temperature. Try not to carry disks loose in
pockets or handbags where dust and day mget inside the containers.
Take care to store them vertically, preferably in a special storage box.
Remember too that you should keep floppy disks away from magnetic
fields, including hidden magnets such as those in telephone, radio and
television spakers, amplifiers, desk fans, and photocopiers. If you do
leave floppy disks neam magnetic field, your data may become
corrupted and will no longer be usable.
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Write Protecting Disks

Write-protecting a disk means that you prevent the computer from
erasng or writing over important data or programs that are already
there. However, the PC can still read a wpitetected disk.

4.0 CONCLUSION

The system unit is a box housing many components, ib ifact, the

most important part of the computeedause it houses the processor
(CPU) and other essential components that enables the computer to
function.

5.0 SUMMARY

We havestudied the components of the system unit which include the
components in the front, the back and those that are insideithe

6.0 TUTOR-MARKED ASSIGNMENT

1. Make a list offive components that could be found inside the
computer systems unit.

2. Describe the functions of each of them.

3. Differentiate between the CPU and the system unit.
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1.0 INTRODUCTION
The computer peripheral devices are those devices which are attached to
the system unit. The devices are necessaeysore that the computer is

able to accept input and display the result for the user. This section
therefore discusses the input unit and the output unit.

2.0 OBJECTIVES
At the end of this unit you should be able to:

1 identify those components thatake up theinput unit and the
output unitof the computer

1 explain the functions ofthe input and the output umitof the
computer
1 identify and explairthe type of input unit and output unit suitable

to a particular computing environment.
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3.0 MAIN CON TENT
3.1 Input Devices
3.1.1 The Computer Keyboard

A computer keyboard is identical to the conventional typewriter
keyboard. However, it has more keys than the typewriter keyboard. A
computer keyboard can be a dummy type or intelligent type. A
computer keyboard is considered t® intelligent if, in addition to
performing the routine functions characteristic of a typewriter keyboard,
it can initiate a series of actions for a computer to carry out by mere
pressing a key or combination of two or mé&eg/s. Thus, a intelligent
computer keyboard has a set of kaykich, when one of them is
pressed, the computer can be made to carry out a specific function. For
example, the pressing of a key may cause the computer to display a
menu list from whichltheusermay be prompted to select one.

The intelligent computer keyboard has four major divisions, namely:
Function keys, Alphanumeric keys, Numeric keys and Control keys.

In addition to the four types of keys, there are some special or important
keys sub as the following:

(@) Return or Enter key

(b) Escape key denoted by ESC
(c) Control key denoted by CTRL
(d) Alternate key denoted by ALT
(e) Delete key denoted by DEL
® Insert key denoted by INS

(g) Backspace key

(h)  Shift key.

Function Keys

The effects of the functions keys addta/are package dependent. That

Is, they mean different translations depending on which software
package one is running on the computer. The function keys are
traditionally labeled F1, F2, F3, F4, F5, F6, F7, F8, F9, F10, F11 and
F12. The function keysre often arranged to the left of the main
keyboard in two columns or they are arranged in a row above the main
keyboard. In most software packages, the function key F1 is used to run
the HELP program. Word perfect, for example, uses F3 for HELP
programand F1 to cancel the last command issued on the computer.
The function keys F7 and F12 are used to save a text and block a section
of a text respectively in word perfect. Function keys can be
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programmed to carry out the functions desired by a programiner
example the function kelf10 may be programmed to display menus.
Thus, the operations of the function keys can be determined by the user
or programmed by the software package being used at any point in time.

Alphanumeric Keys

The Alphanumeric keysan be likened with the conventional typewriter
keys. They contain alphabetic characters, numeric characters and
special characters such as comma, full stop, open bracket, close bracket,
asterisk, semicolon, colon, question mark, and so on. Usually kegc
carries a character at the lower part and another character at the upper
part. The SHIFT key is used to switch on or off the lower and upper
characters by the programmer.

Cursor Control Keys

The cursor marks the active or current spot on the scrdeé is an
indicator that tells the user where in the midst of a document the system
IS pointing to. It may be a rectangular bar of light or a blinking
underscore. When a text is being typed, the cursor moves as the carriage
on a keyboard moves and caeter are typed in. The cursor control
keys include four directional arrow keys.

Table 2: Control Keys andtheir Functions

Control Key Functions
4 Moves the cursor one line up.
|
| Moves the cursor one line down
v
_> .
Moves the cursor one charactethe right
<_
Move the cursor one character to the left.
Home Moves the cursor to the beginning of a line
page
Move the cursor to the bottom left of a page o
End the end of the current line in most text editors
Moves the cursor to the tapf the next page i
PGDN the document or text. For example, pressing

key while on page 5 of the text will place t
cursor at the top of page 6 of the text.

PGUP Moves the cursor to the top of the previous p:
For example, if you are on page 3 of auwoent,
pressing this key will place the cursor at the
of page 2 of the document
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Other cursor control keys atdome, Page Up Page Down and End.
These keys may be part of the numeric keypad or separated from the
numeric keypad. Moving the cursor ama on the screen is one of the
most common tasks in an application program. In fact, cursor movement
IS so important in an application such as word processing that it can
usually be accomplished by additional kd#ryven commands. The
control keys and thefunctions are documented in Tabld..

The Numeric Keypad

The numeric keypad contains a set of keys required for typing or
entering number digits 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9 into the computer
store. A numeric key is often activated by pressingNhenlock Key.

The numeric keypad is also used in combination with the Alternate (Alt)

key to produce extended characters. Extended characters are characters
not normally found on most keyboards. For example, to produce the
charact er a&op,heawlds davn the Adtdkey and presses

224; to produce c hl@dr acotneer hbod tdas ddeonx
key and presses 255; and to produce the pound sterling sign denoted by

6z 0, one holds down the AIlt key and

The Shift Key

When the slit key is pressed, the capital letters on the alphanumeric

keys are activated. It also serves as the activator of characters that are at

the upper part of each alphanumeric key. The Shift key has no effects on
itself; its effect are realised when some otkeys are pressed. Thus, if

one presses the shift key and then
which is at the upper part of the
appears on the screen.

The Caps Lock Key

The Cap Lock shifts all alphabetic chacters into the upper case
(capital letters). Thus all characters typed are in lower case (small
letters) when not pressed.

The Alternate Key (Alt)

The alternate key can be used in combination with numeric keys to
generate characters not shown on thebkayd, that is, extended
characters. For example, holding the Alt key down and pressing 228
produces the summatiorS)( sign; holding the Alt key down and
pressing 235 produces tldesign. To restart or reboot your computer,
press Alt, Ctrl and Del keys suttaneously.
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The Num Lock Key

The Num Lock key activates the numeric keypad. Neitkiee Num
Lock key northe Caps Lock key affects the function keys.

The Control Key (Ctrl)

The control key is often used in most text mode to perform block
operations ke mass deletion, insertion and so on. For exangjite+ Y
deletes a line in most text documents. It can also be used in combination
with other keys to move the cursor to different locations in a text or
document. In some application packages, the Ait,abd Shift keg are

used in combination with the function keys to perform several
operations. For example, in the Word Perfect word processing package,
to centre a text, press Shift and F6; to print a text, press Shift and F7.

The Escape Key (Esc)

Theescape key cancels an operation in progress. For example, when one
Is editing a file or issuing a commanésc cancels any changes one
might have made or terminates the command.

The Return or Enter Key

The return key serves as one of the most imporkays on most
keyboards. It is actually used to inform the computer of the end of an
input or command. It performs two functions depending on the program
on which it is used. For example, suppose you are asked to respond to an
operating system command aetprompt or other entries, the operating
system will wait until the return key is pressed before continuing.
Pressing the return key also positions the cursor at the beginning of the
next line (in text mode), which is the equivalent of pressing the carriag
return on a typewriter.

The Insert Key (Ins)

Pressing the insert key puts oned6s keybo
it again returns to the overstrikgyge ovej mode. In the insert mode,

the characters one types are inserted at the cursor posigocharacter

at the cursor position and all characters to the right shift to make room

for them. In overstrike otype over mode, newly typed characters

overwrite the characters at the current cursor position. In most

applications, the insert mode iglinated by a symbol in the status line.
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The Delete Key (Del)

The delete key deletes the character at the cursor position when pressed
and the remaining text moves to the left while the cursor remains at the
same position.

The Back Space Key

The backspace key deletes the characters to the left of the cursor when
pressed and all other characters to the right of the cursor are shifted one
space to the left.

The Spacebar

The spacebar is the longest key found on most keyboards. It erases
characters ahe cursor position or gives a blank space when pressed.

The Tab Key

The tab key moves the cursor by five spaces to the right when pressed.
The number of positions moved depends on the software or the Tab Set
by the operator. The Tab is normally presgedsert paragraphs during
typing. In some programs, when this key is pressed in combination with
shift the key, the same number of positions is moved backwards.

The Print Screen Key (Prtsc)

When theprint screen key is pressed in combination with shit key,
whatever in is on the screen will be printed on a printer. The same
effect can be achieved by pressing the key alone on some keyboards.

Keeping Your Keyboard Clean and Working

Never spill liquids on your keyboard. Coffee, soda, and other agger
spills can ruin your keyboard. Liquid spills on the keyboard have even
been known to cause electrical damage to the PC itself. With that in
mind, though you may not stop drinking coffee around your computer,
you should at least get a sgiltoof mug orkeep the coffee on the other
side of the desk.

Another enemy othe keyboard is static electricity. Static electricity can
have the same damaging effect on your keyboard as does liquid. If your
keyboard doesn't respond properly after a strong statigehgou may

just need to turn off the PC and turn it back on to reset the keyboard. In
some cases, however, the static discharge can zap the keyboard and even
parts of the PC. If you shuffle your feet across the carpet or your PC is
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in a room with dry airavoid touching the PC or the keyboard until you
have touched something metal to discharge any shatricity. If you

don't have a metal desk or bookcase in your work area, consider buying
an antistatic mat and keeping it where you can touch it betfmuehing

the PC.

Dust, dirt, food crumbs, and hair are other enemidbadteyboard. Try
to avoid eating over the keyboard and if your computer is in a dirty,
dusty area, keep the keyboard covered when not in use.

Some dirt and dust is unavoidable. Keep the keyboard working well,
you should occasionally clean it.

3.1.2 The Mouse and Joystick

A mouse | ooks |ike the electrical
a pointing device very sensitive to movements. It has a roller ball and

two or mae buttons which can be pressed to make a selection. By

moving the mouse on a flat smooth surface and clicking one or a

combination of two buttons on its upper surface, a computer to which it

Is connected can be sensitised and commanded to carry out some
specific tasks.

A mouse can be used to draw diagrams on the computer screen more
effectively and efficiently than the computer keyboard. Generally, the
keyboard and the mouse do complement each other. For example, the
mouse can be used to highlight an itéma menu list while the
keyboard Enter Key can be pressed to activate or evoke the command
associated with the highlighted item.

A mouse is the primary input device for modern computers that feature
operating systems with a graphical user interfaceh siscWindows 98

or Windows XP. While keyboards obviously excel at entering text,
numbers, and symbols, your mouse is the tool you'll use to tell your
computer what to do with all the data you've entered.

Joysticks are almost exclusively used with gaméwsot and help the
user more effectively control the actions of compsierulated
airplanes or arcadstyle games.

All modern PC operating systems (Windows 98, Windows XP, and the
Macintosh) rely on an oesacreen pointer to select and execute

commands. Amouse is simply an input device built to help the user

control this orscreen pointer in as natural and efficient a manner as
possible.
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The pointer on the screen mimics the movements of your mouse. As you
move your mouse, a ball encased in the bottomoaf ynouse rolls on

the desk and in turn sends signalshe computer as to which direction

to move the pointer on the screen. Move the mouse side to side, or up
and down, and the escreen pointer moves in a similar manner.

Once you have the mouse pamited to select the command or data you
want to act on, you use the mouse buttons to execute the comnhand.
mouse controls the escreen pointer and lets you select program icons,
manipulate property sheets, and access data.

3.2 Output Devices

3.2.1 Printers

A printer is the computer component that lets you create copies of the
information stored in your computer on paper. The printed material is
often calledthe hard copy, to differentiate it from the data stored on a
disk, or held in the computer's memory

There are three basic types of printers available for use with personal
computers:

Laser Printers: These combine a magnetic roller with powdered ink
called toner to transfer higuality characters or images onto a page.

Inkjet Printers: These have safl nozzles that actually spray fast
drying ink onto the page to form characters or images. Inkjet printers
spray a fine, quicklrying ink through small nozzles to produce
characters and images on paper. Although the results are not quite as
sharp as thosef laser printers, inkjet printers provide very good quality
output at a lower cost

Dot-matrix Printers: These use a print head to strike an inked ribbon
against paper, like a typewriter, creating characters out of a series of
dots. Dotmatrix printersare the cheapest printers available. They create
text and images on the page by hammering several small pins against an
inked ribbon. The more pins used, the betterith&ge. The in and

24-pin are common options. The-pih printers produce a betterajity

output, but are somewhat slower than th@rdprinters.

Print quality for dotmatrix printers is often described in terms of mode:
draft mode (low resolution), neé&atterquality mode (medium
resolution), or lettequality mode (high resolutionY.he speed depends
on the mode, witlthedraft mode being the fastest.
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The type of printer you choose depends on your budget and the type of
output you need. For example, if all you need to print are grocery lists,
you may be happy with a datatrix printe. In general, dematrix
printers are noisier, slower, and produce a peguality image than do
laser or inkjet printers, but they are also less expensive. If you need to
print newsletters, brochures, or illustrated reports, you will probably
want a hidp-quality laser printerLaser printers cost more than other
printers, but they may be worth the price because they are fast, quiet,
and produce higlguality text and graphics.

3.2.2 Monitors

The monitor does not do any processing itsklfonly display the
information that the video card tells itdesplay

Monitor Sizes

The two most common monitor sizes areidéh and 17inch. If you
have an older, haaghe-down PC or a very inexpensive starter PC, you
may have a smaller lihch monitor. 21inch manitors are also available
but mostly used by graphics professionals.

VGA and SVGA Monitors

The two most common acronyms yaill see on current monitors are
VGA or SVGA. Both of these terms generally refer to how many dots
(or pixels) in each directiorné monitor can display. VGA is 640x480
(width by height) and SVGA is 800x600. This measurement is called the
monitor'sresolution and more is better! Most new monitors are capable
of displaying at least SVGA quality. In fact, 1,024x768 is somewhat of a
minimum to look for.

Almost any VGA or SGVA monitor made in the last few years is
capable of displaying any of these resolutions. However, it's actually the
video card that determines what resolution your monitor displays at any
time. The monitor is capabt# switching from one resolution to another
on command from the video card.

3.2.3 Scanners

Scanners are peripheral devices usedigitise (convert to electronic
format) artwork, photographs, text, or other items from hard copy. In a
sense, a scannerovks as a pair of eyes for your PC. Your eyes see an
image and translate the image into electrical impulses that travel to and
are interpreted by your brain. Similarly, a scanner captures images and
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converts them to digital data that travel to and arerpné¢ed by the
computer.

A scanner works by dividing an image into microscopic rows and
columns and measuring, like the film in a camera, how much light (or
lack of it) reflects from each individual intersection of the rows and
columns. Each reflection recorded as a dot, or picture element (pixel).

After the scanner collects information from each dot, it compiles the
result into a digital file on the computer.

There are a wide variety of scanners that work in a number of different
ways, but the technoyjy behind them is essentially the same. The
following sections discuss the more popular types of scanners available
today.

Types of Scanners
Flatbed Scanners

Flatbed scanners look and behave a lot like a photocopier. You lay the
item to be scanned ongdass plate and the scanning head passes below
the glass.

Flatbed scanners are very versatile: you can scan objects in a variety of
sizes and shapes, including pages from a book, without damaging the
original. While flatbed scanners are the best chacafwide variety of

uses, if you plan to do a lot of text scanning (cal®@R for Optical
Character Recognition work, keep in mind that flatbeds only
accommodate one page at a time. Scanning 1pad¢fe documents can

be a slow, tedious process, because lgave to manually remove one
page and insert the next.

SheetFed Scanners

Sheet fedscanners look and act more like fax machines. The page or
item is fed into the machine, scanned, then spat out on theeattiek
sheet fedscanner is a good choicer flarge volumes of text, but not for
handling delicate original photographs. Scanning directly from a book or
other threedimensional objects is impossible.

Hand Scanners
Hand scanners are a lesost alternative to their larger, more
sophisticated countearts. As their name implies, hand scanners are

manual devices you move over a flat surface, just as you do your PC's
mouse.
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The hand scanner6s advantages are many,
Generally, hand scanners work best for small, uncomplicateges

such as company logos or small blasidwhite photographs. You

might want a hand scanner if you do not plan to use it on a regular basis,

because it usually does not require adding internal cards to your CPU,

and it's easily disconnected and stoesday. Most hand scanners can

only scan a fouinch wide image at one time and require a steady hand.

You're wusually provided with software th
of these 4inch, sideby-side scans into one image, but this is obviously

not as cavenient as getting the full image at once.

3.2.4 Speakers and Sound

The builtin speakers in most PC cases are used just for making system
sounds, such as warning beeps and action indicators. To play more
sophisticated sounds on your PC, you need a@fsekternal speakers.
Usually speakers come in pairs, and there is a plug that connects them to
your sound card. Arrange the speakers with one on the left and one on
the right of your desk or work area to get a stereo effect.

Optionally, some speakersme with asubwoofer This improves the
bass (low notes) sound. If you have a subwoofer with your speakers, it
should go on the floor under your desk.

Sound is one of the favorite options on today's PCs. In fact, sound is a
standard feature of most new PCs

Everyone has their own uses for sound. You may just want to play a few
music CDs with your CEROM drive while you are working, or you
may use multimedia applications for presentations or educational
programs. You may just like the sound of your jet pagiroaring as

you punch the throttle in a flight simulator.

Components for Sound on Your PC

To produce sound on your PC, you need a sound card and speakers. The
sound cards an expansion card that plugs into one of the slots on your
motherboard. Thigard processes all of the instructions that have to do
with sound, and then sends the sounds to the speakers to be played.

Sound Cards
Sound cards plug into an expansion slot in your PC. The card has a set
of connectors that are exposed on the backhefRC; you can plug a

microphone and speakers into the connectors. Some cards include an
optional connector for #ne input which is used to connect another
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input source such as the output from a tape player or portable CD player.
Other optional connects can include a joystick connector and a MIDI
connector (for connecting a MIDI keyboard). The card may include a
volume control, which controls the volume of the speakers and/or
headphones.

4.0 CONCLUSION

The system unit cannot function without tperipheral devices. The
input and the output units are very important peripheral devices that
must be taken care of in setting up a computer system.

5.0 SUMMARY

This unithas handlethe following:
(@)  Input unit which comprises
0] the keyboard' ( the different categories of keys on the
keyboard and their functions)
(i)  the scanner different types of scanners
(b)  The output unit which is made up of the
(1) monitor
(i)  the printer and
(i)  the speakers.

6.0 TUTOR-MARKED ASSIGNMENT

1 Justify the need for the input and output units in a computer

system.

2. Describe the functions of the following keys: the numeric keys,
control keys, shift keys and the function keys.

3. In what situationwould you recommend thiaser jetprinter and

the dot matrix printer?
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1.0 INTRODUCTION

The auxiliary equipmenfsits name suggestss not a computer buis
necessary in a computing environment in orde ensure proper
functioning and smooth running of computing activities. In this module,
we shall address in some detail the importance of equipment stioh as
air conditioner the voltage stabiber, the uninterruptible power system
andtheline transbrmer in a data processing environment.

2.0 OBJECTIVES
At the end of this unit you should be able to
identify the auxiliary equiment in a computing environmien

discuss the importance of the auxiliary equipment to the smooth
running of a computingentre.

)l
)l

3.0 MAIN CONTENT
3.1 The Air Conditioner

A computer is an electronic machine. It is, therefore, capable of
generating heat. A computer is manufactured to operate in an
environment with a specific temperature range. When the temperature
of the environment in which a computer is kept falls outside the specific
range, the computer may function badly and consequently get damaged.

The free air isbasically, dust laden. Dust is metallic in nature and, as

such, capable of conducting electricity. dlist is allowed to settle on a
computer, particularly the electronic circuits, the dust can bridge two
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circuits. The bridging of two electronic circuits may cause &ogsr
damage to the computer. Thus, air conditioners are edeéd a
computer environmnt to:

1 condition the temperaturand
1 prevent dust.

3.2 The Voltage Stabiliser

A computer when switched on, takes offa cold state, warms up and
gradually gets to a hot stateln a hot state, a computer is always
roaming in an attempt to find sorhetg to do. In a situation where the
public electricity such as that of PHCN in Nigeries cut suddenly, the
computer would suddenly be brought to a halt. The sudden pawer c
may cause the computer toséo the memory of some basic house
keeping operatins when power eventually returns and the computer is
switched on. The sudden power cut may also cause irreparable damage
to the file the computer was processing at the time the power was
suddenly cut.

3.3 TheLine Voltage Transformer

We have noted that computers are built to operate within a specific
range of voltages. In the United Staté America, computers are built

to operate on 110V. A voltage transformer is a device meant to step up
or step down a voltage as the case may be. In Nigeriaxéon@e, a
110V computer requires a voltage transformer to step down the 240V to
110V. Similarly, inthe USA, if a 240V current is connected directly to

a 110V computer, the computer power unit will blow up almost
immediately.

Today, the technology has pmmoved tremendously such that if a 240V
current is connected directly to a 110V computer, only a fuse, rather
than the power unit will blow up. It is worth mentioning, too, that there

is an advanced technology today which permits a computer to operate
effectively and efficiently with the power line voltage ranging between
110V and 240V. The technology supports an inbuilt switch which can
be operated at two terminalsamelythe 110V terminus and 240V
terminus. In recent times, the technology has beenoweg upon such

that computers are manufactured in such a way that they can sense the
voltage that is adequate. Thus, if one connects a 110V computer to a
240V current, the 110V computer has asbinlt line transformer which
automatically steps down ti2d0V current to 110V.
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3.4 The Uninterruptible Power Supply System (UPS)

An Uninterruptible Power System (UPS) is an auxiliary hardware that is
capable of:

1 Converting the public electricity raw line into fine line, that is,
conditioning the voltage thas fed into the computer.

1 Storing electrical energy when the public electricity linkvis

1 Releasing the stored electrical energy to the computer when the

public electricity line is dead.
4.0 CONCLUSION

The computer is an expensive resource anduel eequires adequate
protection from electrical damage. Similarly, the UPS is an expensive
resource; hence there is the need for it to be protected from electrical
damage, too. Therefore, in practice, it is desirable that the UPS be
protected by a volge stabilser which is rugged and less expensive.
The configuration presented in Figusel isan example of a computer
environment charactegd by multiple levels of protection from
electrical damage. This arrangement is desirable in a siuali
electrical surge and blowut.

5.0 SUMMARY
In this unit we havexaminedhe following:

T Auxiliary devices create a facilitative and conducive environment
for smooth operation of computers and the user.

1 Voltage stabilkers help to protect computing equiprhdrom
damage due to power surge.

1 UPS protects the computing equipment and the software from
power outage during computing sessiofihe UPS with the help
of its internal battery stores electrical energy while power is on
and releases power stored to tbenputer whenever power is off.
This enables the user to end the working session and shut down
normally.

1 A voltage transformer is a device meant to step up or step down a
voltage as the case may be.
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6.0 TUTOR-MARKED ASSIGNMENT

With the aid ofan amotated diagram, describe the arrangement of the
following auxiliary equipmentthe UPS, the line voltage transformer
and the voltage stabiker in relation to PHCN power source and the
computer.

70 REFERENCES/FURTHER READING

Akinyokun, O.C, (1999).Principles and Practice of Computing
Technologylbadan International Publishers Limited

Balogun, V.F., Daramola, O.A., Obe, 0.0., Ojokoh, B.A., and

Oluwadare S.A., (2006) Introduction to Computing: A Practical
Approach Akure: Tom-Ray Publications

21¢



AGE 202 INTRODUCTION TO COMPUTER SCIENCE

MODULE 3 COMPUTER SOFTWARE

Unit 1 Computer Software (1)
Unit 2 Computer Software (2)
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5.0 INTRODUCTION

Computer hardwarés driven by the software. The usefulness of the
computer depends on the programs that are written to manipulate it.
Computer softwarecomesin different forms: the operating system,
utility software, language translators and application software. This unit
therefore presents detailed discussions of each category of computer
software.
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6.0 OBJECTIVES
At the end of this uniyou should be able 10

1 identify the diffeéent types of computer software
1 discuss the importance of each type of software.
3.0 MAIN CONTENT

3.1 Computer Software

The physical components of the computer are called the hardware while
all the other resouges or parts of the computer that are not hardware, are
referred to as theoftware. The ®ftwareis the set of programs that
make the computer system active. In essence, the sofsaeeset of
programs that run on the computer.

Then, what is a pragm? Aprogram is a series of coded instructions
showing the logical steps the computer follows to solve a given
problem.

3.2 Classification of Computer Software

The computer software could be divided into two major grongsiely
systemsoftware frograms), andapplicationsoftware programs).

3.2.1 System Software

This refers to the dts of programs that facilitatdhe optimal use of the
hardware systems and/or provide a suitable environment for the writing,
editing, debugging, testing and running wder programs. Usually,
every computer system comes with collection of these suits of
programs which are provided by therdwaremanufacturer.

3.2.2 Operating Systens

An operating system is a program that acts as an interface between a
user of a comuter and the computer hardware. The purpose of an
operating system is to provide an environment in which a user may
execute programs.

The operating system is the first component of ghgtems programs
that interesus here. Systems programs are programten for direct
execution on computer hardware in order to make the power of the
computer fully and efficiently accessible to applications programmers
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and other computer users. Systems programming is different from
application programming because tiermer requires an intimate
knowl edge of the computer hardware
Moreover, systems programs are often large and more complex than
application programs, although that is not always the case. Since
systems programs provide theuhdation upon which application
programs are built, it is most important that systems programs are
reliable, efficient and correct.

In a computer system the hardware provides the basic computing
resources. The applications programs define the way inhwihiese
resources are used to solve ttwmputing problems of the usefhe
operating system controls and coordinates the use of the hardware
among the various systems programs and application programs for the
various users.

The basic resources of a congrusystem are provided by its hardware,
software and data. The operating system provides the means for the
proper use of these resources in the operation of the computer system. It
simply provides an environment within which other programs can do
useful work.

We can view an operating system as a resource allocator. A computer
system has many resources (hardware and software) that may be
required to solve a problem: CPU time, memory space, file storage
space, input/output device=c.

The operating syste acts as the manager of these resources and
allocates them to specific programs and users as necessary for their
tasks. Since there may be many, possibly conflicting, requests for
resources, the operating system must decide which requests are allocated
resources to operate the computer system fairly and efficiently. An
operating system is a control program. This program controls the
execution of user programs to prevent errors and improper use of the
computer.

Operating systems exist because they are@asoreble way to solve the
problem of creating a usable computing system. The fundamental goal
of a computer system is to execute user programs and solve user
problems.

The primary goal of an operating system is convenience for the user.
Operating systemexist because they are supposed to make it easier to
compute with an operating system than without an operating system.
This is particularly clear when you look #te operating system for
small personal computers.
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A secondary goal is the efficient opeaatiof computer system. This
goal is particularly important for large, shared muler systems.
Operating systems cattainthis goal. It is known that sometimes these
two goals, convenience and efficiency, are contradictory.

While there is no universgllagreed definition of the concept of an
operating system, we offer the following as a reasonable starting point:

A computerdés operating system (0OS) 1 s
serve two basic purposes:

1 To control the allocation and use of the gopmmt i ng syst emos
resources amongé various users and tasks.

1 To provide an interface between the computer hardware and the
programmer that simplifies and makes feasible the creation,
coding, debugging, and maintenance of application programs.

Specificaly, we can imagine that an effective operating system should
accomplish all of the following:

1 Facilitate creation and modification of program and dats f
through an editor program.
1 Provide access to compilers to translate programs fromléigh
languages to machine language.
1 Provide a loader program to move the complied program code to
thecomput er 6s memory for execution.
T Provide routines that handle the intricate details of 1/O

programming.

1 Assure that when there are several active processes in the
computer, each will get fair and namerfering access to the
centralprocessing unit for execution.

1 Take care bstorage and device allocation.

1 Provide for long term storage of user information in the form of
files.

1 Permit system resources to be shammmong users when

appropriate, and be protected from unautgarior mischievous
intervention as necessary.

Though systems programs such as editor and translators and the various
utility programs (such as sort and file transfer program) are not usually
considered part of the operating system, the operating system is
responsible for providing access to these system resources.
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3.3 Types of Operating Systemn

Modern computer operating systems may be classified into three groups,
which are distinguishedybthe nature of interaction that takes place
between the computer user and his or her program during its processing.
The three groups are called batch, tishared and real time operating
systems.

3.3.1 Batch Processing Operating System

In a batch procesing operating system environment users submit jobs to

a central place where these jobs are collected into a batch, and
subsequently placed on an input queue at the computer where they will

be run. In this case, the user has no interaction with the jobgdits
processing, and the computeros res|
the time from submission of the job until execution is complete, and the
results are ready for return to the person who submitted the job.

3.3.2 Time Sharing Operating System

Another mode for delivering computing services is provided by time
sharing operating systems. In this environment a computer provides
computing services to several or many users concurrerinenHere,

the various users are sharing the central processomdémeory, and

other resources of the computer system in a manner facilitated,
controlled, and monitored by the operating system. The user, in this
environment, has nearly full interaction with the program during its
execution, and t heentapbeExpécedtdlse no e s p a
more than a few seconds.

3.3.3 Real Time Operating System

The third class of operating systertigreal time operating systems, are
designed to service those applications where response time is of the
essence in order to prevent@irmisrepresentation or even disaster.
Examples of real time operating systems are those which handle airlines
reservations, machine tool control, and monitoring of a nuclear power
station. The systems, in this case, are designed to be interrupted by
extanal signal that require the immediate attention of the computer
system.

In fact, many computer operating systems are hybrids, providing for
more than one of these types of computing service simultaneously. It is
especially common to have a backgroundchasystem running in
conjunction with one of the other two on the same computer.
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A number of other definitions are important towards gaining an
understanding of operating systems:

3.3.4 Multiprogramming Operating System

A multiprogramming operating systemassystem that allows more than
one active user program (or part of user program) to be stored in main
memory simultaneously.

Thus, it is evident that a tingharing system is a multiprogramming
system, but note that a multiprogramming system is not netgssa
time-sharing system. A batch or real time operating system could, and
indeed usually does, have more than one active user program
simultaneously in main storage. Another important, and all too similar,
term i s Omultiprocessingo.

A multiprocessing ystem is a computer hardware configuration that
includes more than one independent processing unit. The term
multiprocessing is generally used to refer to large computer hardware
complexes found in major scientific or commercial applications.

A networked computing system is a collection of physically
interconnected computers. The operating system of each of the
interconnected computers must contain, in addition to its own -stand
alone functionality, provisions for handing communication and transfer
of progmam and data among the other computers with which it is
connected.

A distributed computing system consists of a number of computers that
are connected and managed so that they automatically share the job
processing load among the constituent computerseparate the job

load as appropriate to particularly configured processors. Such a system
requires an operating system which, in addition to the typical stand
alone functionality, provides coordination of the operations and
information flow among the compent computers.

The networked and distributed computing environments and their
respective operating systems are designed with more complex functional
capabilities. In a network operating system the users are aware of the
existence of multiple computersycican log in to remote machines and
copy files from one machine to another. Each machine runs its own local
operating system and has its own user (or users).
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3.3.5 Distributed Operating System

A distributed operating system, in contrast, is one that appeaits
users as a traditional uniprocessor system, even though it is actually
composed of multiple processors. In a true distributed system, users
should not be aware of where their programs are being run or where
their files are located; that should &le handled automatically and
efficiently by the operating system.

3.3.6 Network Operating Systems

Network operating systems are not fundamentally different from single
processor operating systems. They obviously need a network interface
controller andsome lowlevel software to drive it, as well as programs

to achieve remote login and remote files access, but these additions do
not change the essential structure of the operating systems.

True distributed operating systems require more than just addittte

code to a uniprocessor operating system, because distributed and
centralised systems differ in critical ways. Distributed systems, for
example, often allow programs to run on several processors at the same
time, thus requiring more complex prooasscheduling algorithms in
order to optimize the amount of parallelism achieved.

3.4 Operating System Components

An operating system provides the environment within which programs

are executed. To construct such an environment, the system is
partitionedinto small modules with a wetlefined interface. The design

of a new operating system is a major task. It is very important that the
goals of the system be will defined before the design begins. The type of
system desired is the foundation for choicetsvben various algorithms

and strategies that well be necessary.

A system as large and complex as an operating system can only be
created by partitioning it into smaller pieces. Each of these pieces should
be a well defined portion of the system with caligf defined inputs,
outputs, and functions. Obviously, not all systems have the same
structure. However, many modern operating systems share the system
components outlined below.
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3.4.1 Process Management

A process is the unit of work in a systenucB a system consists of a
collection of processes, some of which are operating system processes,
those that execute system code, and the rest being user processes, those
that execute user code. All of those processes can potentially execute
concurrently.

The operating system is responsible for the following activities in
connection with processes managed:

1 The creation and deletion of both user and system processes
1 The suspension and resumption of processes.

1 The provision of mechanisms for process syanfsation

1 The provision of mechanisms for deadlock handling.

3.

4.2 Memory Management

Memory is central to the operation of a modern computer system.
Memory is a large array of words or bytes, each with its own address.
Interaction is achieved throughsequence of reads or writes of specific
memory address that the CPU fetches from and stores in memory.

In order for a program to be executed, it must be mapped to absolute
addresses and loaded in to memory. As the program executes, it accesses
program nstructions and data from memory by generating these
absolute is declared available, and the next program may be loaded and
executed.

The operating system is responsible for the following activities in
connection with memory management:

1 Keeping track ofwvhich parts of memory are currently being used
and by whom.
1 Deciding which processes are to be loaded into memory when

memory space becomes available.
1 Allocating and deallocating memory space as needed.

3.4.3 Secondary Storage Management

The main pypose of a computer system is to execute programs. These
programs, together with the data they access, must be in main memory
during execution. Since the main memory is too small to permanently
accommodate all data and programs, the computer system mustepro
secondary storage to bagk main memory. Most modem computer
systems use disks as the primarylioe storage of information, of both
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programs and data. Most programs, like compilers, assemblers, sort
routines, editors, formatters, and so on, areesgtmn the disk until
loaded into memory, and then use the disk as both the source and
destination of their processing. Hence the proper management of disk
storage is of central importance to a computer system.

The operating system is responsible for fiolowing activities in
connection with disk management:

i Free space management
| Storage allocation

1 Disk scheduling.
3.

4.4 1/0O System

One of the purposes of an operating system is to hide the peculiarities of
specific hardware devices from the userr l[e@ample, in Unix, the
peculiarities of 1/0O devices are hidden from the bulk of the operating
system itself by the I/O system. The I/O system consists of:

1 A buffer caching system
T A general device driver code
T Drivers for specific hardware devices

Only the device driver knows the peculiarities of a specific device.
3.4.5 File Management

File management is one of the most visible services of an operating
system. Computers can store information in several different physical
forms. The magnetic tape, Hjsand drum are the most common forms.
Each of these devices has it own characteristics and physical
organisation.

For the convenient use of the computer system, the operating system
provides a uniform logical view of information storage. The operating
system abstracts from the physical properties of its storage devices to
define a logical storage unit, the file. Files are mapped, by the operating
system, onto physical devices.

A file is a collection of related information defined by its creator.
Commonly files represent programs (both source and object forms) and
data. Data files may be numeric, alphabetic or alphanumeric. Files may
be freeform, such as text files, or may be rigidly formatted. In general a
file is a sequence of bits, bytes, lines orords whose meaning is
defined by its creator and user. It is a very general concept.
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The operating system is responsible for the following activities in
connection with file management:

The creation and deletion of files

The creation and deletion of ditery

The support of primitives for manipulating files and directories
The mapping of files onto disk storage.

Backup of files on stable (non volatile) storage.

=4 =4 =4 -4 =1

3.4.6 Protection System

The various processes in an operating system must be protemted fr
each otherdés activities. For that
ensure that the files, memory segmé®RU and other resources can be
operated on only by those processes that have gained proper
authorisation from the operating system.

For exanple, memory addressing hardware ensures that a process can
only execute within its own address space. The timer ensures that no
process can gain control of the CPU without relinquishing it. Finally, no
process is allowed to do its own I/O, to protect theegrity of the
various peripheral devices.

Protection refers to a mechanism for controlling the access of programs,
processes, or users to the resources defined by a computer controls to be
Imposed, together with some means of enforcement.

Protection an improve reliability by detecting latent errors at the
interfaces between component subsystems. Early detection of interface
errors can often prevent contamination of a healthy subsystem by a
subsystem that is malfunctioning. An unprotected resourceotann
defend against use (or misuse) by an unauthorised or incompetent user.

3.4.7 Networking

A distributed system is a collection of processors that do not share
memory or a clock. Instead, each processor has its own local memory,
and the processors commcate with each other through various
communication lines, such as high speed buses or telephone lines.
Distributed systems vary in size and function. They may involve
microprocessors, workstations, minicomputers, and large general
purpose computer systems

The processors in the system are connected through a communication

network, which can be configured in a number of different ways. The
network may be fully or partially connected. The communication
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network design must consider routing and connectiaiegjies, and the
problems of connection and security.

A distributed system provides the user with access to the various
resources the system maintains. Access to a shared resource allows
computation speedp, data availability, and reliability.

3.4.8 Command Interpreter System

One of the most important components of an operating system is its
command interpreter. The command interpreter is the primary interface
between the user and the rest of the system.

Many commands are given to the operating systeyn control
statements. When a new job is started in a batch system or when a user
logs in to a timeshared system, a program which reads and interprets
control statements is automatically executed. This program is variously
called (1) the control card imareter, (2) the command line interpreter,

(3) the shell (inUNIX), and so on. Its function is quite simple: get the
next command statement, and execute it.

The command statement themselves deal with process management, 1/0

handling, secondary storage ragement, main memory management,
file system access, protection, and networking.

i Appl |cat|on

O perating System

N S R N .

Hardwware
Keyboard

Frinter

Fig.10: Relationship between the operating system and other
components of the computesystem
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4.0 CONCLUSION

Operating system occupies a central place in computer operations. It
manages the hardware, other software, the computer peripherals and the
user. Operating systems have also evolved in line with the evolutionary
trends in caputes. This hasled to a variety of types of operating
systems. This and other issues relating to operating sys®m been
discussed in this unit.

5.0 SUMMARY
In this unit we havexaminedhe following:
The operating systemsthe executive managef the computer

1
1 Types of operating system
1 Functions otheoperating system.

6.0 TUTOR-MARKED ASSIGNMENT

1. Discuss the role ofthe operating system in a computing
environment.
2. Differentiate betweerthe multi-user operating system aride

network gerating system
3. What is the function othe command interpreter in an operating
systen?
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UNIT2 COMPUTER SOFTWARE (2)
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Languae Translator
3.2 Utility Software
3.3 Application Software
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION
In unit 2, we discussedn detail, the operating system as the executive
manager otthe computer, its peripheral devices and the users. In this

unit, we shall look at other types of software such as utility programs
and the application programs.

2.0 OBJECTIVES

At the end of this unit you should be able to:

1 conclude our discussionfosystem sdivare with language
translators
1 discuss different categories of utility programs and application

programs in greater detail.
3.0 MAIN CONTENT

3.1 Language Translators

A programming language & set of notations in which wexpress our
instructions to the computer. At the initial stage of computer
development, programs were written in machine language conducting
the binary system i.e. 0 and 1. Such programs were hard to write, read,
debug and maintain. In an attempt to solve thesdlgmus, other
computer languages were developed. However, computers can run
programs written only in machine language. There is therefore the need
to translate programs written in these other languages to machine
language. The suites of languages thanhgiate other languages to
machine language are call&ahguage translatarsThe initial program
written in a language different from machine language is called the
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source progranand its equivalent in machine language is called object
program.

Three exanples of classes of language translators aasemblers,
interpreters andompilers.

1. Assemblers: An assembler is a computer program that accepts a
source program in assembly language progeard reads and
translates the entire program into an equivalprogram in
machine language called the object program or object code. Each
machine has its own assembly language, meaning that the
assembly language of one machine cannot run on another
machine.

2. Interpreter s. An interpreter is a program that actsprogram
from a source language, reads, translates and executes it, line by
line, into machine language.

3. Compilers: A compiler is a computer program that accepts a
source program in one higavel language, reads and translates
t he ent i gram iotean reduisalenq proagram in machine
language, called the object program or object code.

The stages in compilation include:

Lexical analysis
Syntax analysis
Semantic analysis
Code generation

= =4 =4 =4

For each higHevel language, there are different corapl We can
therefore talk of COBOL Compilers, FORTRAN Compilers, BASIC
Compilers, etc. Aompiler also detects syntax errdisat is,errors that
arise from the use of the language. Compilers are portablea
COBOL Compiler on one machine can rom a different machine with
minimum changes.

3.3 Utility Software

This is a set of commonly used programs in data processing
departmentsalso called service or geneqalrpose programsThey
perform the following operations.

T File Conversion: This covedata transfer from any medium to

another, making an exact copy or simultaneously editing and
validating. For example, copying from a hard disk to a diskette.
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1 File Copy: It makes an exact copy of a file from one medium to
another or from an area of a mawh to another area of the same
medium.

1 Housekeeping Operations: These include programs to clear areas

of storage, writing file labels and updating common datey
are not involved in solving the problem hand. They are
operations that must be penfoed before and after actual
processing.

3.3 Application Software

Application software is a set of programs designed to solve problems of
a specific nature. It could either be supplied by the computer
manufactureror in some cases, the users produce then application
program calleduser programs Hence,applicationsoftware could be
subdivided into two classes, nameleneralizedsoftware and user
definedsoftware.

Under generalsed software, we have as examples: Word Processing
Programs e.g. WorBerfect, Wod Star, Microsoft Word. Also included
are Desktop Publishing e.g. Ventura, PageMaker, CorelDfkewise

the Spreadsheet program e.g. LOTUS 1,2,3, Excel, Sppender the
userdefined,software,we could have someserdefined packages fa
particular company or orgasation, for accounting, payroll or some
other speciated purposes.

T The Word Processor: A word processor is used to create, edit,
save and print reports. It affords the opportunity to make
amendments before printing is donDuring editinga character,
word, sentence or a number of lines can be removed or inserted
as the case may be. Another facility possible is spell checking.
A document can be printed as many times as possible. Word
processors are mainly used to proeldetters, mailing lists,
labek, greeting cards, business cards, reports, manuat and
newslettes. Examples are: WordPerfect, WordStar, Display
Writer, Professional Writer, LOTUS Manuscript, Mgord,
LOCO ScriptandMM Advantage Il etc.

1 The Spreadsheet This is an application mainly designed for
numerical figures and reports. Spreadsheets contain columns and
rows, in which numbers can be entered. It is possible to change
numbers before printing done. Other features of sprehdets
arethe abilityto use formulas to calculate, use sum and average
function, ability to perform automatic recalculatjoand the
capacity to display reports in graphical modd$e preadsheet
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Is used fobudges, tables,cost analysisfinancial reportstax and
statisical analysis. Examples are: LOTUS 123, Supercalc, MS
Multiplan, MS-Excel, VP Planner etc.

1 Integrated Packages: They are programs or packages that
perform a variety of different processing operations using data
that is compatible with whatever operatics being carried out.
They perform a number of opeiais like word processing,
datdbase management andspread sheeting. Examples are:
Office Writer, Logistic Symphony, Framework, Enable, Ability,
SmartWare Il,and MicrosoftWorks V2.

1 Graphic Packages: These are packages that enable you to bring
out images, diagrams and pictures. Examples are PM, PM Plus,
Graphic Writer, Photoshop.

1 Database Packages:These aresoftware for designing, setting
up and subsequently managing a database. (A database is
organsed collection of data that allows for modificatjidaking
care of different users view). Examples are Dbase Il,IV)
FoxBASE, Base Data Perfect, Paradox Ill, Revelation Advanced
and MSAccess.

1 Statistical Packages: These are packages thean be used to
solve statistical problems, e.g. St&@raphical, and SPSS
(Statistical Packages for Social Scientists).

1 Desktop Publishing: These are packages that can be used to
produce books and documents in standard form. Examples are
PageMaker, Vemira, Publishers, Paints Brush, Xerox Form Base,
News Master lland Dbaséublisher.

1 Game Packages:These are packages that contain a lot of games
for children and adults. Examples are Chess, Scrabble,
Monopoly, Tune Trivia, Star Trek 2, California GamSoccer
Game, War Game, Spy CatclaerdDracula in London.

1 Communication Packages: Examples are Carbon Plus, Data
Talk V3.3, Crosdalk, SAGE Chit Chaand Dat&Soft.

There are so many packages around, virtually for every field of study
but these argust to mention a few of them. Advantages of these
packages includéat they are quicker to and cheaper implememte
saving, minimum time for its design, they have been tested and proven
to be correct, they are usually accompanied by full documemniaiiwl

are also very portable.
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User Programs

This is asuiteof programs written by programmers for computer users.
They are required for the operation of their individual business or tasks.
An example is a payroll package developedtfwsalary opeation of a
particular company.

4.0 CONCLUSION

Apart from the operating systems, we need program translators for us to
be able to program and use the computer effectively. Since computers
do not understand natural languages, there is the need tdahguage
translators such as assemblers, interpreters and compilers. Utility
programs suchsfile conversion and scandisén the other hand, enable

us to maintain and enhance the operations of the computer. Application
and user programs such as word pssors, spreadsheet and the like
help us to perform specific tasks on the computer. Tiese been
discussed in this unit.

5.0 SUMMARY

In unit, we have discussed the following:

1 Language translators such as the assembler, interpreters and the
compilers.
1 Utility programs such as file conversion, file copy prograansl

house keeping programs such as scandisk
1 Application programs such as word processors, spreadsheets and
statistical packages.

6.0 TUTOR-MARKED ASSIGNMENT

You have just been appointed a consultant to a firm that is about to
procure computing hardware and software. Recommend different
categories of application packages that would be necessary for the
smooth operations of the firm. Justify the need for each item
recommended.
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MODULE 4 PROGRAMMING THE COMPUTER

Unit 1 Computer Languages
Unit 2 Basic Principles of Computer Programming
Unit 3 Flowchars and Algorithms

UNIT 1 COMPUTER LANGUAGES

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1  An Overview of Canputer Programming Language
3.2 Types of Programmes, Language
3.2.1 Machine Language
3.2.2 Assembly (Low Level) Language
3.2.3 High Level Language
3.2.4 High Level Language
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Ftiner Reading

7.0 INTRODUCTION

In this unit, we shall take a look at computer programming with
emphasis on:

a. The overview of computer programming languages.
b. Evolutionary trends of computer programming languages.
C. Programming computers in a Beginnerl-Rurpose Symbolic

Instruction Code (BASIC) langga environment.

8.0 OBJECTIVES

At the end of this unit you should be able to proviseckground
information about programming tleemputer.
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3.0 MAIN CONTENT

3.1 An Overview of Computer Programming Languages

Basically, human beings cannot speak or write in computer language,
and since computers cannot speak or write in human language, an
intermediate language had to be devised to allow people to communicate
with the computers. These intermediate laygs, known as
programming languages, allow a computer programmer to direct the
activities of the computer. These languages are structured asound
unique set of rules that dictate exactly how a programmer should direct
the computer to perform a specitesk. With the powers of reasoning
and logic of human beings, there is the capability to accept an
instruction and understand it in many different forms. Since a computer
must be programmed to respond to specific instructions, instructions
cannot be give in just any form. Programming languages standardi
the instruction process. The rules of a particular language tell the
programmer how the individual instructions must be structured and what
sequence of words and symbols must be used to form arcirstcu

T An operation code
T Some operands.

The operation code tells the computer what to do such as add, subtract,

multiply and divide. The operands tell the computer the data items

involved in the operations. The operands in an instruction may consist

of the actual data that the computer may use to perform an operation, or

the storage address of data. Consider for example the instruction: a = b

+ 5. The 060=6 and 6+6 are operation <co
operands. The Oadddard seklsd odr emcdtuand aget a
Is an actual data.

Some computers use many types of operation codes in their instruction
format and may provide several methods for doing the same thing.
Other computers use fewer operation codes, but have the caacity
perform more than one operation with a single instruction. There are
four basic types of instructionsamely:

(@) input-output instructions;
(b) arithmetic instructions;
(c)  branching instructionsgnd
(d) logic instructions.

An input instruction directs the computto accept data from a specific
input device and store it in a specific location in the store. An output
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instruction tells the computer to move a piece of data from a computer
storage location and record it on the output medium.

All of the basic arithratic operations can be performed by the computer.
Since arithmetic operations involve at least two numbers, an arithmetic
operation must include at least two operands.

Branch instructions cause the computer to alter the sequence of
execution of instruatin within the program. There are two basic types
of branch instructions; namely unconditional branch instruction and
conditional branch instruction. An unconditional branch instruction or
statement will cause the computer to branch to a statement esgaad|

the existing conditions. A conditional branch statement will cause the
computer to branch to a statement only when certain conditions exist.

Logic instructions allow the computer to change the sequence of
execution of instruction, depending on ddions built into the program

by the programmer. Typical logic operations include: shift, compare
and test.

3.2 Types of Programming Language

The effective utilsation and control of a computer system is primarily
through the software of the systenWe note that there are different
types of software that can be used to direct the computer system.
System software directs the internal operations of the comparer
applications software allows the programmer to use the computer to
solve user made prims. The development of programming
techniques has become as important to the advancement of computer
science as the developments in hardware technology. More
sophisticated programming techniques and a wider variety of
programming languages have endbleomputers to be used in an
increasing number of applications.

Programming languages, the primary means of huooamputer
communication, have evolved from early stages where programmers
entered instructions into the computer in a language similar taslealt

in the application. Computer programming languages can be classified
into the following categories:

(@) Machine language

(b)  Assembly language

(c)  High level symbolic language

(d)  Very high level symbolic language

24C



AGE 202 MODULE 7

3.2.1 Machine Language

The earliest forms of eoputer programming were carried out by using
languages that were structured according to the computer stored data,
that is, in a binary number system. Programmers had to construct
programs that used instructions written in binary notation 1 and O.
Writing programs in this fashion is tedious, thec@nsuming and
susceptible to errors.

Each instruction in a machine language program consists, as mentioned
before, of two parts namely: operation code and operands. An added
difficulty in machine language progmming is that the operands of an
instruction must tell the computer the storage address of the data to be
processed. The programmer must designate storage locations for both
instructions and data as part of the programming process. Furthermore,
the progammer has to know the location of every switch and register
that will be used in executing the program, and must control their
functions by means of instructions in the program.

A machine language program allows the programmer to take advantage
of all the features and capabilities of the computer system for which it
was designed. It is also capable of producing the most efficient program
as far as storage requirements and operating speeds are concerned. Few
programmers today write applications programsnachine language.

A machine language is computer dependent. Thus, an IBM machine
language will not run on NCR machine, DEC machine or ICL machine.

A machine language is the First Generation (computer) Language (IGL).

3.2.2 Assembly (Low Level) Langwage

Since machine language programming proved to be a difficult and
tedious task, a symbolic way of expressing machine language
instructions is devised. In assembly language, the operation code is
expressed as a combination of letters rather than binamgbers,
sometimes called mnemonics. This allows the programmer to remember
the operations codes easily than when expressed strictly as binary
numbers. The storage address or location of the operands is expressed
as a symbol rather than the actual numaddress. After the computer

has read the program, operations software are used to establish the
actual locations for each piece of data used by the program. The most
popular assembly language is the IBM Assembly Language.

Because the computer undergta and executes only machine language

programs, the assembly language program must be translated into a
machine language. This is accomplished by using a system software
program called an assembler. The assembler accepts an assembly
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language program anmgiroduces a machine language program that the
computer can actually execute. The schematic diagram of the
translation process of the assembly language into the machine language
Is shown infig.9.1. Although, assembly language programming offers
an improement over machine language programming, it is still an
arduous task, requiring the programmer to write programs based on
particular computer operation codes. An assembly language program
developed and run on IBM compuwewould fail to run on ICL
computes. Consequently, the portability of computer programs in a
computer installation to another computer installation which houses
different makes or types of computers were not possible. The low level
languages are, generally, described as Second Gene(@bmputer)
Language (2GL).

— 0)
__|| Assembler ||_ | Machine Languagq || operating System|| —
Program

Store
Fig.11: The assemblylanguage program translation process

3.2.3 High Level Language

The difficulty of programming and the time required to program
computers in assembly languages and machine languages led to the
development of higlevel languages. The symbolic languages,
sometines referred to as problem oriented languages reflect the type of
problem being solved rather than the computer being used to solve it.
Machine and assembly language programming is machine dependent but
high level languages are machine independent, thaa ikighlevel
language program can be run on a variety of comguter

While the flexibility of high level languages is egiter than that of
machine and assembly languages, there are close restrictions in exactly
how instructions are to be formulated andtten. Only a specific set of
numbers, letters, and special characters may be used to write a high level
program and special rules must be observed for punctuation. High level
language instructions do resemble English language statements and the
mathemécal symbols used in ordinary mathematics. = Among the
existing and popular high level programming languages are Fortran,
Basic, Cobol, Pascal, Algol, Ada and P1/1. The schematic diagram of
the translation process of a high level language into the n®chin
language is shown ifig.9.2. The high level languages are, generally,
described as Third GeneratidDomputer) Language (3GL).
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Low Level _ )
Language | —|| Compiler || Machine Language_ || operating System
Program Program

: . . St
Fig. 12 The high levellanguage program translation process ore

The general procedure for the compilation of a compuiggram coded
in any high level language is conceptsadi inFig. 13.

Main Memory Specific
Compile

Source code in Object Code

High Level Langua \

> Machine
l Code \
Link
| nader

»
A »

T Library Subroutines
Subroutines

Fig. 13: General procedure for compiling a high level language
program

3.2.4 Very High Level Language

Programnmg aids or programming tools are provided to help
programmers do their programming work more easily. Examples of
programming tools are:

1 Program development systems that help users to learn
programming, and to program in a powerful high level language.
Using a computer screen (monitor) and keyboard under the
direction of an interactive computer program, users are helped to
construct application programs.

1 A program generator or application generator that assists
computer users to write their own progranysexpanding simple
statements into program codedo.

1 A database management system
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1 Debuggers that are programs that ltegpcomputer user to locate
errors (bugs) in the application programs they write.
The very high level language generally described as Rbarth
Generation (computer) Language (4GL), is anddfined term that
refers to software intended to help computer users or computer
programmers to develop their own application programs more quickly
and cheaply. A 4GL, by using a menu system for exangtiows users
to specify what they require, rather than describe the procedures by
which these requirements are met. The dsdguitocedure by which the
requirements are met is done by the 4GL software which is transparent
to the users.

A 4GL offers he user an Englislike set of commands and simple
control structures in which to specify general data processing or
numerical operations. A program is translated into a conventional high
level language such &0BOL, which is passed to a compiler. A 4GL

Is, therefore, a neprocedural language. The program flows are not
designed by the programmer but by the fourth generation software itself.
Each user request is for a result rather than a procedure to obtain the
result. The conceptual diagram of thanslation process of very high
level language to machine language is giv¥gnl4.

4GL 4GL Translator High Level Compiler _
Program Language Progran |
Machine Language : @
|| Operating
Program 1| SQuetem

Fig. 14: The program translation process

The 4GL arose partly in response to the applications backlog. A great
deal of programming time is spent maintainiagd improving old
programs rather than building new ones. Many osgdions, therefore,
have a backlog of applications waiting to be developed. 4GL, by
stepping up the process of application design and by making it easier for
endusers to build theirwn programs, helps to reduce the backlog.
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4.0

CONCLUSION

Computer programming languages are means by which programmers
manipulate the computer. @programming languages emanaten the

need to program the computer in languages that would befaasyn
experts to understand and to reduce the enormity o$ tasklved in
writing programs in machine code. Programming languages have
evolved from the machine language to assembly language, high level
language and very high level programming language

5.0

SUMMARY

We summase the study of computer programming language as follows:

T

6.0

N =

Machine language is the binary language anig inade up of
only Os and 1s which represen

computerds electrical circuits.

Assembly languge has a ont-one relationship with machine
language, but uses symbols and mnemonics for particular items.
Assembly language, like machine language, is hardware specific,
and is translated into machine language by an assembiler.

High level languages aresable on different machines and are
designed for similar applications rather than similar hardware.
They are procedural in that they describe the logical procedures
needed to achieve a particular result. High level languages are
translated into machinanguage by a compiler or an interpreter.

In a high level language one specifies the logical procedures that
have to be performed to achieve a result. In a fourth generation
language, one needs to simply define the result one wants, and
the requisite ppgram instructions will be generated by the fourth
generation software. Fourth generation languages are used in
fourth generation systems in which a number of development
tools are integrated in one environment.

TUTOR-MARKED ASSIGNMENT

What are omputer programming languages?
Explain the following terms: machine language, source code,
assembler, and compiler.
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1.0 INTRODUCTIO N

Computer programming is both an art and a science. In thigaunwil
be exposed to some arts and science of computer programming
including principles of programming and stages of programming.

2.0 OBJECTIVES
At the end of this unit you shoulctable to:

1 statethe principles otomputemprogramming
1 explainthe stages involved in writing computer programs.

3.0 MAIN CONTENT
3.1 Problem Solving With the Computer

The computer is a genetalirpose machine with a remarkable ability to
proaess information. It has many capabilities, and its specific function
at any particular time is determined by the user. This depends on the
program loaded into the computer memory beingsatiliby the user.

There are many types of computer programs.wéi@r, the programs
designed to converthe generapurposecomputer into a tool for a
specific task or applications are call@8pplication program& These

are developed by users to solve their peculiar data processing problems.
Computer programming ishe act of writing a program which a
computer can execute to produce the desired result. A program is a
series of instructions assembled to enable the computer to carry out a
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specified procedure. A computer program is the sequence of simple
instructionsinto which a given problem is reduced and which is in a
form the computer can understand, either directly or after interpretation.

3.4 Programming Methodology
Principles of Good Programming

It is generally accepted that a gocamputer program should haviee
characteristics shown below:

1 Accuracy: The program must do what it is supposed to do
correctly and must meet the criteria laid down in its specification.

1 Reliability: The program must always do what it is supposed to
do, and never crash.

1 Efficiency: Optimal utilisation of resources is essential. The

program must use the available storage space and other resources
in such as way that the system speed is not wasted.

1 Robustness: The program should cope with invalid data and not
stop without an indidaon of the cause of the source of error.

1 Usability: Theprogram must be easy enough to use and be well
documented.

1 Maintainability: The program must be easy to ameimdving

good structuring and documentation.

1 Readability: The code of a program must bweell laid out and
explained with comments.

3.3 Stages of Programming

The preparation of a computer program involves a set of procedure.
These steps can be classified into eight major stages, viz

(1) Problemdefinition
(i)  Devising the method of solution
(i)  Develging the method using suitable aids, e.g. pseudo code or

flowchart.
(iv)  Writing the instructions in a programming language
(vy Transcribing the instructions in

(vi) Debugging the program

(vii) Testing the program

(viii) Documenting all the work involvea iproducing the program.
0] Problem definition

The first stage requires a good undersitagaf the problem. The
programmer (i.e. the person writing the program) needs to thoroughly
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understand what is required of a problem. A complete and precise
unanbiguous statement of the problem to be solved must be stated.
This will entail the detailed specification which lays dotme input,
processes and outpigiquired.

(i)  Devising the method of solution

The second stage involved is spelling out the thetaalgorithm. The

use of a computer to solve problems (be it scientific or business data
processing problems) requires that a procedure or an algorithm be
developed for the computer to follow in solving the problem.

(i) Developing the method of saition

There are several methods for representing or developing methods used
in solving a problem. Examples of such methods are: algorithms,
flowcharts, pseudo code, and decision tables.

(iv)  Writing the instructions in a programming language

After outlining the method of solving the problem, a proper
understanding of the syntax of the programming language to be used is
necessary in order to write the series of instructions required to get the
problem solved.

(v)  Transcribing the instructions into machine sensible form

After the program is coded, it is converted into machine sensible form or
machine languagy Thereare some manufacturensitten programs that
translate users progran(source progras) into machine language
(object code). These arealled translators and instructions that
machines can execute at a go, while interpsedecept a program and
executat line-by-line.

During translation, the translator carries out syntax check on the source
program to detect errors that may arise fravnong use of the
programming language.

(vi)  Program debugging

A program seldomly executes successfully the first time. It normally
contains a few errors (bugs). Debugging is the process of locating and
correcting errors. There are three classes of®rr

1 Syntax errors: Caused by mistake coding @dial use of a
feature of thgorogramming language).
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1 Logic errors: Caused by faulty logic in the design of the
program. The program will work but not as intended.

1 Execution errors: The program works amtended but illegal
input or other circumstances at ftime makes the program stop.
There are two basic levels of debugging. The first level called
desk checking or dry running is performed after the program has
been coded and entered or key punchisl.purpose is to locate
and remove as many logical and clerical errors as possible.

The program is then read (or loaded) into the computer and processed by
a language translator. The function of the translator is to convert the
program statements intdvé binary code of the computer called the
object code. As part of the translation process, the program statements
are examined to verify that they have been coded correctly, if errors are
detected, a series of diagnostics referred to as an error meissage |
generated by the language translator. With this list in the hatigeof
programmer, the second level of debugging is reached.

The error message list helps the programmer to find the cause of errors
and make the necessary corrections. At thistpdihe program may
contain entering errors, as well as clerical errors or logic errors. The
programming language manual will be very useful at this stage of
program development.

After corrections have been made, the program is again read into the
compute and again processed by the language translator. This is
repeated over and over again until the program is-émeer

(vii)  Program testing

The purpose of testing is to determine whether a program consistently
produces correct or expected results.program is normally tested by
executing it with a given set of input data (called test data), for which
correct results are known.

For effective testing of a program, the testing procedure is broken into
three segments.

a. The program is tested withpats that one would normally expect
for an execution of the program.

b. Valid but slightly abnormal data is injected (used) to determine

the capabilities of the program to cope with exceptions. For
example, minimum and maximum values allowable for assale
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amount field may be provided as input to verify that the program
processed them correctly.

C. l nval i d data 1is I nser t-kaddling o t est t he
routines. If the result of the testing is not adequate, then minor
logic errors still abounchithe program. The programmer can use
any of these three alternatives to locate the bugs.

Other methods of testing a program for correctness include:

1 Manual walk-through: The programmer traces the processing
steps manually to find the errors, pretengdio be the computer,
following the execution of each statement in the program, noting
whether or not the expected results are produced.

1 Use of tracing routines: If this is available for the language, this
Is similar to (1) above but is carried out e tcomputerhence it
takes less time and is not susceptible to human error.

1 Storage dump: This is the printout of the contents of the
computeés storage locations. By examining the contents of the
various locationsywhen the program is haltethe instuction at
which the program is halted can be determined. This is an
important clue to finding the error that causes llalt

1 Program documentation: Documentation of the program
should be developed at every stage of the programming cycle.
The following are documentations that should be done for each
program.

(@) Problem Definition Step

T A clear statement of the problem

1 The objectives of the program (what the program is to
accomplish)

1 Source of request for the program.

| Person/official authosing the rquest

(b)  Planning the Solution Step

Flowchart, pseudoode or decision tables
Program narrative
Descriptive of input, and file formats

= =4 =

(c) Program source coding sheet
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(d User 6s manu al to aid persons wh
program to apply it awectly. The manual ti contains a
description of the program and what it is designed to achieve.

() Operatord6s manual to assist the
run the program. This manual contains:

0] Instructions about starting, running anthtenating the program.

(i)  Message that may be printed on the console or VDU (terminal)
and their meanings.

(i)  Setup and take down instruction for files.

Advantages of ProgramDocumentation

a. It provides all necessary information for anyone who oine
contact with the program.
b. |t hel ps the supervisor I n dete

how long the program will be useful and future revision that may
be necessary.

C. It simplifies program maintenance (revision or updating)

d. It provides infomation as to the use of the program to those
unfamiliar with it.

e. It provides operating instructions to the computer operator.

4.0 CONCLUSION
The intelligence of a computer derives to a large extent from the quality
of the programs. In this unit, @vhave attepted to present, in some

detail the principles and the stages involved in writing a good computer
program.

5.0 SUMMARY

We have discussed the following:

1 Principles of computer programming

1 Stages of computer programming

1 The interrelationshipetween different stages of programming.
6.0 TUTOR-MARKED ASSIGNMENT

1. Differentiate between program debugging and program testing.
2. What are the differences between syntax errors and évgics?

Give examples of each.
3. Is it possible to detedbgic erros during program compilation?
Explain the reason for your answer.
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UNIT 3 FLOWCHART SAND ALGORITHMS
CONTENTS

1.0 Introduction
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3.0 Main Content
3.1 Flowcharts
3.2  Flowchart Symbols
3.3  Guidelines for Drawing
3.4  Flowcharting the Problem
3.5 Algorithms
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4.0 Conclusion
5.0 Summary
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7.0 References/Ftiner Reading

1.0 INTRODUCTION

This unit introducsto the principles of flowcharts and algorithms. The
importance of these concepts presented and the detailed steps and
activities involved are also presented.

2.0 OBJECTIVE
At the end of this nit you should be able to

1 explain the principles of good programming ethics through
flowcharting and algorithms.

3.0 MAIN CONTENT

31 Flowcharts

A flowchart is a graphical representation of the major steps of work in
process. It displays in sefate boxes the essential steps of the program
and shows by means of arrows the directions of information flow. The
boxes most often referred to as illustrative symbaisay represent
documents, machines or actions taken during the process. The area of
concentration is on where or who does what, rather than on how it is
done. A flowchart can also be said to be a graphical representation of an
algorithm, that is, it isa visual picture which gives the steps of an
algorithm and also the flow of controlthe2en the various steps.
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3.2 Flowchart Symbols

Flowcharts are drawn with the help of symbols. The following are the
most commonly used flowchart symbols and their functions:

Symbols Function
< > Used to show th8 TART or STOP
May show exit to a closed subrouting

Terminator

Used for arithmetic calculations of proces
E.g. Sum = X +Y + Z

Used for Input and Output instructions
PRINT, READ, INPUT AND WRITE

Used for decision nkdng. Has two or
more lines leaving the box. These lines
labeled with different decision results, th
is, 6 Yesd, ONod, ¢
ONEGATI VE® .or OZEH

Used for one or more named operations
program steps specified in a subroutine
another set of flowchart

Used for entry to or exitom another part
of flowchart. A small circle identifies a
junction point of the program

S Used for entry to or exit from a page

> Used to show the direction of travel. They are use
T l in linkingsymbols. These show operations sequeg
and data flow directions

Fig.15: Flowchart symbols and their functions
3.3 Guidelines for Drawing Flowcharts

1 Each symbol denotes a type of operatidnput, Output
Processing, Decision, TransferBranch or Terminal.

1 A note is written inside each symbol to indicate the specific
function to be performed.

T Flowcharts are read from top to bottom.
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1 A sequence of operations is performed until a terminal symbol
designates he end of the run or Abr a
control.

3.4 Flowcharting the Problem

The digital computer does not do any thinking and cannot make
unplanned decisions. Every step of the problem has to be taken care of
by the program. A problem wt¢h can be solved by a digital computer
need not be described by an exact mathematical equation, but it does
need a certain set of rules that the computer can follow. If a problem
needs intuition or guessing, or is so badly defined that it is hard to put
into words, the computer cannot solve it. You have to define the
problem and set it up for the computer in such a way that every possible
alternative is taken care of. A typical flowchart consists of special
boxes, in which are written the activities qrepations for the solution of

the problem. The boxebnked by means of arrowshow the sequence

of operations. The flowchart acts as an aid toglegrammey who
follows the flowchart design to write his programs.

3.5 Algorithms

Before a computeran be put to any meaningful use, the user must be
able to come out with or define a unit sequence of operations or
activities (logically ordered) which gives an unambiguous method of
solving a problem or finding out that no solution exists. Such a set of
operations is known as an ALGORITHM.

Definition: An algorithm, named after the ninth century scholar Abu
Jafar Muhammad Ibn Musu Adhowarizmi,is defined as follows:

1 An algorithm is a set of rules for carrying out calculagierther
by hand or a mache.

1 An algorithm is a finite stepy-step procedure to achieve a
required result.

1 An algorithm is a sequence of computational steps that transform
the input into the output.
1 An algorithm is a sequence of operations performed on data that

have to be orgased in data structures.
1 An algorithm is an abstraction of a program to be executed on a
physical machine (model of computation)

The most famous algorithm in history dates well before the time of the

ancient Greeks: this is Euclids algorithm for calcutatihe greatest
common divisor of two integers. Before we go into some otherwise
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complex algorithms, let us consider one of the simplest but common
algorithms that we encounter everyday.

The classic multiplication algorithm

For example to multiply 981 by234, this can be done using two
methods (algorithms) viz:

a. Multiplication the American way:

Multiply the multiplicand one after another by each digit of the
multiplier taken from right to left.

981

1234

3924
2943
1962
981
1210554

b. Multiplication , the British way:

Multiply the multiplicand one after another by each digit of the
multiplier taken from left to right.

981

1234

981
1962
2943
3924
1210554

An algorithm therefore can be characted by the following:

0] A finite set or sequence of actions

(i)  This sequence of actions has a unique initial action

(i)  Each action in the sequence has unique successor

(iv) The sequence terminates with either a solution or a statement that
the problem is unresolved.

An algorithm can therefore be seen as a-bieptep method of solving
a problem.
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Examples
1. Write an algorithm to read values for three variables. U, V, and
W and find a value for RESULT from the formula: RESULT =
U + V4YW. Draw the flowchart.
Solution
Algorithm
0] Input values for U, V, and W
(i)  Computer value for result
(i)  Print value of result
(iv) Stop
Flowchart
< STAI|?T >

INPUT U,V,W

RESULT «—— U+(2)v

PRINT RESULT

STOP

2. Suppose you are given 20 numbers. Prepare the algorithm that
adds up these numbers and find the average. Draw the flowchart.

Solution

Algorithm

1 Set up a Counter (1) which counts the number of times the loop is
executed. Initiabe Counter (1)d 1.

Initialize sum tazero.

1
1 Input value and add to sum
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Increment theounter (1) by 1

Check how many times you have added up the nuynfbeis not
up to the required number of times, to step (iii).

Compute the average of the numbers

Print the averag

Stop.

A 4

= =

= =4 =

l1 «— 1,SUMe— ©

INPUT 1
SUM +«—— SUM +1
1 1+1
AVE SUM/
v
PRINT AVE

A 4

C STOP >
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3. Prepare an algorithm that indicates the logic for printing the name
and telephone number for each female in a file (Code field is 2
for female). Draw the flowchar

Solution
Algorithm

0] Read a record

(i)  Determine if the record pertains to a female (that is, determine if
the code field is equal to 2).

(i) If the code field is not equal to 2, then do not process this record
any further, since it contains data for a malastead, read the
next recordthatis, go back to step (i).

(iv) If the record contains data for a female (that is, code is equal to
2), then print out the following fields: first name, last name,
telephone number

(v)  Go back to step (i) to read the next record.

Flowchart

< START )

)
*

READ & RECORD

NO

A

YES

v

PRINT FIRSTNAME,
LAST NAME, TEL.
NO

Note: Nothing indicates the end of records processing here.
4, Prepare an algorithm that prints name and weekly wages for each

employee out of 10 where name, hours worked, and hourly rate
are read in. Draw the flowchart.
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Solution
Algorithm

0] Initialise Counter (A) to 1

(i)  Read name, hours and rate and number of workers

(i)  Letthe wage be assigned the product of hours and rate

(iv)  Print name and wages

(v)  Increment the counter (A) by 1

(vi) Make a decision (Check how many times you have calculated the
wages)

(vii) Stop processing, if you have done it the required number of
times.

Flowchart

START >
]

'

A ' 1

1~
»

INPUT NAME HRS, RATE
|

¥

WAGES I HRS X RATE

v

PRINT NAME WAGES

A A+1

YES

NO

( sTOP )
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3.6 Pseudocods

A pseudocode is a program design aid that serves the function of a
flowchart in expressing the detalldogic of a program. Sometimes a
program flowchart might be inadequate for expressing the control flow
and logic of a program. By using Pseudogeogram algorithmcan

be expressed as Englidnguage statements. These statements can be
used both & a guide when coding the programarspecific language

and as documentation for review by others. Because there is no rigid
rule for constructing pseudocodes, the logic of the program can be
expressed in a mannehat does not conformto any particular
programming language. A series of structured words is used to express
the major program functions. These structured words are the basis for
writing programs using a technicalrec al | ed Astructur e

Example
Constructa pseudocode for therpblem in the example above.

BEGIN
STORE 0 TO SUM
STORE 1 TO COUNT
DO WHILE COUNT not greater than 10
ADD COUNT to SUM
INCREMENT COUNT by 1
ENDWILE
END

3.7 Decision Tables

Decision tables are used to arsalya problem. The conditions applying

in the problem are set out and the actions to be taken, as a result of any
combination of the conditions arising are shown. They are prepared in
conjunction with or in place of flowcharts. Decision tables are a simple
yet powerful and unambiguous way ofoshng the actions to be taken
when a given set of conditions occur. Moreover, they can be used to
verify that all conditions have been properly catered for. In this way
they can reduce the possibility that rare or unforeseen combinations of
conditions wil result in confusion about the actions to be taken.

Decision tables have standasati formas and comprise of four sections.

(@) Conditions Stub: This section contains a list of all possible
conditions which could apply in a particular problem.
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(b) Conditions Entry: This section contains the different
combination of the conditiongach combination being given a
number ter.med a O6Rul eb

(c) Action Stub: This section contains a list of the possible actions
which could apply foenygiven combinations of conditign

(d) Action Entry: This section shows the actions to be taken for
each combination of condition8Vriting the instructions in a
programming language program coding)

The instructions contained in the algorithm must be communicated to
the computer in &anguage it will understand before it can execute them.
The first step is writing these instructions in a programming language
(program coding). Program coding is the process of translating the
planned solution to the problems, depicted in a flowclpadudocode or
decision table, into statements of the program. The program flowchart,
pseudocode decision table as the case maysbas a guide by the
programmer as he describes the logic in the medium of a programming
language. The coding is usuallyrsioon coding sheets or coding forms.

4.0 CONCLUSION

Flowcharts, decision tables, pseudocodes and algorithms are essential
ingredients to the writing of good programs. If they are done properly
they lead toa reduction in errors in programs. They hehmimise the

time spent in debugging. In addition, they make logic ereasier to

trace and discover

50 SUMMARY
This unitteacheghat:

a. A flowchart is a graphical representation of the major steps of
work in process. It displays in separate é®xhe essential steps
of the program and shows by means of arrows the directions of
information flow.

b. Decision tables are used to arsalya problem. The conditions
applying in the problem are set out and the actions to be taken, as
a result of any cofyination of the conditions arisingre shown.

C. A pseudocode is a program design aid that serves the function of
a flowchart in expressing the detailed logic of a program.

d. An algorithm is a set of rules for carrying out calculation either
by hand or anachine.
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6.0 TUTOR-MARKED ASSIGNMENT

1. Draw the flowchart of the program which printaca twedigit
odd number N, itsquare, and its cube.

2. Draw a flowchart to input the scores of a student in 8 courses and
find the average of the scores.
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MODULE 5 COMPUTER APPLICATION
PROGRAMMING USING VISUAL BASIC

Unit 1 Programming in Visual Basic (1)
Unit 2 Visual Basic Project Window
Unit 3 Creating Menu Applications
Unit 4 Analysing Visual Basic Data

UNIT 1 PROGRAMMIMNG IN VISUAL BASIC (1)
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Learning to Run Visual Basic Applications
3.2 How to Design a Project from the Application Wizard
3.3 How to Create a Project from the New Project Window
3.4 Using the Toolbox
3.5 The Form Window
3.5.1 The Form Window Layout
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

9.0 INTRODUCTION

Visual basicis an event driven language which has some features of
Object Oriented Programming (OOP). Actions ared ti® the
occurrence of event®.g. an action may be triggered by clicking the
mouse. This approach makapplication programs more friendly and
natural to the end user. In this unit students are introduced to the concept
of working with graphical objectsand the generalvisual basic
programming concepts.

10.0 OBJECTIVES

At the end of this unit you should be able to:

1 work with graphical objects and generalisual basic
programming concepts.

1 design a projedrom the application wizard
1 use the toolbox.
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3.0 MAIN CONTENT
3.1 Learning to Run Visual Basic Applications

These sessions will include learning how to work with graphical objects
in the visual basic environment and using generalisual basic
programming concepts.

3.2 How to Design a Project from theApplication Wizard

A projectis a collection of files that make up your application. A single
application might consist of several files, and the project is the
collection of those files.

The application wizard can be selected from the New Projecigdom®.

If you cancel the New Project dialog box, and then later want to start the
Application wizard, select File, New Project to display the New Project
dialog box once again. The screen you see looks like that in Hi§ure

cDstea—Sue_Cpian s A S A e e

"Now Profect

D
V8 Wizard Actived Actives
Harager Document O Documen: Lxs

~ O o -~ O

I Do) shoss s dadog i the luuse

e e e e e—
o R R TS u’l_:v.’f\‘:'-"#dvnm

Fig.16

When you selecthie icon labBed VB Application Wizard on th@ew
tab, the wizard begins its work. The interface type you select will
determine how your application will process multiple windows. See
Fig.17.

26¢€



AGE 202 MODULE 7
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Fig.18

You can select the options youwantyoua ppl i cati onos
as shown in Fig8 The options are common Windows options found
on most Windows programs. The ampersand (&) next to a letter in a
menu name indicates the underscored accelerator key letter; in other
words, &New indicateghatNew appears on the menu and that the use
can select the option by pressing Alt+N.

menu
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The next wizard screen, shown in Hig§ lets you select the toolbar
buttons that your application will have. Click next to accept all the
default toolbar settings.

aemwanmwnmathwmrmwnww
B-h-T @ N . VR MEGURAD T oo 19 4800 3500
[ V =)

Mlcmi

Customios the toobiar by moving the desked buttons to the kst on the night. Changs the order
WALh the upfciown arrows and ackd sctermal inages mith the image button, You nay s
dragfdrop brom kst to lst.

Ca & ¢ anl ol zju ===

[Separator]
e
4 Bax
« Eutton
W Carrara

XK Delate
¥ Disconnact et Dvive

Fig. 19

The next wizard screen to appear is the Resource screen from which you
can select to use resources in your program. The next one is the Internet
Connectivity screen from which you can add an Internet interface to
your program if you want one.The next screen gives the option of
adding one of these standard screens to your application:

1 Splash screens an opening title screen that appears when your
application first begins.
1 Login dialogi s a di al og box that asks

passwordas part of application security that you can add.

1 Options dialog is a tabbed blank dialog box from which your
users can specify attributes that you set up for the application.

1 About box is a dialog box that appears when your users select
Help, About from he application menu.

You can also select a form template from here. A form templae is
model of a form that you can custaai

Click Next to get to the last screen and click bbo&on labéled Finish to
instruct Visual Basic to complete your initegbplication.
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3.3 How to Create a Project from the New Project Window

The New ProjeciWindow appearsvhen you first start Visual Basic or
when you select File, New Project. You will always némolbars in
your project. Visual Basic has a total of faoolbars:

1 Debug. This toolbar appears when you use the interactive
debugging tools to trace and correct problems.

1 Edit. This toolbar aids your editing of Visual Basic cede

1 Form Editor. This toolbar helps you adjust objects on forms.

1 Standard. This toolbar is the default toolbar that appears
beneath the menu bar.

You can display and hide these toolbars from the View, Toolbars menu.
3.4 Using the Toolbox

The Toolbox window differs from the toolbar. The toolbox is a
collection of tools that act asrepository otontrols you can place on a

form. Fig20 shows the most common collection of toolbox tools that
youobll see.

-~ Microsoft Visual'Hasic [ design]

File Edit Yiew Project Format Debug Rum Query Diagram Tools Add-Ins Window Help

Alphabetic | Cater

i start " csc102 practical man... ‘#y, Project] - Microsoft ¥..,

Fig.20
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3.5 The Form Window

Most of your work goes on inside ¢t
your appl i cwhicthiaerih@ backjroundmwgndows that your

users see, in the central editing area where the Form window appears.

You can resize the Form window to make the windows you create in

your application as large or small as needed.

An application may contain ultiple forms: you can display one or more
of those forms in their own Form window editing areas. Activate a form
by clicking a form by clicking anywhere within the windpwr on the
title bar.

3.5.1 The Form Layout Window

The Form Layout window is amteresting little window connected
closely to the Form window, because the Form Layout window shows
you a preview of the Form windowds

4.0 CONCLUSION

Visual Basic programming language is one of the most popular
application programming lamgges whichare easy to learnVisual
Basic is event driven and lBasome attributes of Object Oriented
Programming. These attributesvieanade it one of the most preferred
languages in Windows environment.

5.0 SUMMARY

This unitteacheshe following:

1 The concept of working with graphical objects and the general
Visual Basic Programming concepts

1 How to design a projedtom the application wizard

T How to use the toolbox.

6.0 TUTOR-MARKED ASSIGNMENT

=

What is a toolbox inheVisual Basic Programming gmonment?
List and discuss the functions of ten itemsthe Visual Basic
toolbox

N
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UNIT 2 VISUAL BASIC PROJECT WINDOW
CONTENTS

1.0 Introduction

2.0 Objective

3.0 Main Content
3.1 The Project Window
3.2 The Properties Window

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References /Further Reading

1.0 INTRODUCTION

The Project window enables the user or programmer to navigate the
items created in a project such as the forms and modules. The @®pert
window on the other handhelps the programmer to choosee th
appropriate properties for asbject. When youdisplay the Properties
window for a control, you can modify its values. You can do that by
selecting th&/iew option and then Properties window.

2.0 OBJECTIVE
At the end of this unit you should be able to

1 demonstrate mastery of the Visual Basic @yramming
environment.

3.0 MAIN CONTENT

3.1 The Project Window

The Project wi ndow hel ps y Ou t o manage
components. It lists its components in a-{s@@ctured listing. Related

objects appear together. You can expand or shitiek details by

clicking the plus sign next to the object ldkdlForms so thata list of

the current projectods forms wildl ap
The following kinds of objects can appear in Bieject window:

Projects
Forms
Modules

Class modules

=4 =4 =4 =N
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T User controls
T Userdocuments
1 Property pages

3.5 The Properties Window

A form can hold many controls. As you add controls to a form, you can
select a control by clicking the control. When you select a control, the
Properties window changes to list every property relatedatoctntrol.

When you add a control to a Visual Basic application, Visual Basic sets
the control déds initial property val
window for a control, you can modify its values. You can do that by
selecting the view option ariden Properties window.

Fig.21shows a Properties window listing some of the properties for a
Label control.

n Project] | Micrawofl Vsusl Besic [ design]
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"‘Tshﬂ '3 O LIN poatvy rem

Fig.21
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Example 1

Create an application with three controls, a label, a command button and
an image control to look like what you have ig.ER.

{03 e £ Yow Pukct Foma: Qebug Bun Query Disgam [ok 3Adins Window tieo -leixi
iS5 = " o om M v ) 280,240 3 tesSx7S

1 ~ Happy Application’

= D Project (Happ

Have a =S
Happy day!

| ik Hee

Guide to the solution

To place a control on a form, cl i ck
and move the crosshair mouse cursor to the form. As you drag the
mouse, Vi sual Basic draws the cont

you havedrawn the control at its proper location and size, release the
mouse button to place the control at its proper location.

Assign the foll owing property valu
controls:

Control Property Property value
Form Max Buton False

Label Alignment Cente

Label Name LblHappy

Label Caption Have a happy day!
Label Font Courier New

Label Font style Bold

Label Size 36

Label Left 1320
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Label Height 1695
Label Top 120

Label Width 4695
Image Name imgHappy
Image Stretch True
Command button Name cmdHappy
Command button Caption Click Here

While writing your application, you can run the application to see what
you have done by pressing F5.

You need to addmne codes to finade the application. Double click
the form somewhere on the grid inside the Form window to display the

code window. Add the codes shown in.Bi§)

To return to the Form window, cl i
button.

"~ Profecty - Microsot Visuat Basic [destgn] - [frmMyFirst (Code)|

03 Ele B Yow Popct Fonet Qebog Bun Query Disgam Jook #dddns Window telp =1®%
P-ao-" #H O » 1 MEFEQERED wecil
" - oo
X Jrorm « [Lows <] ORI x|
Geoerd - = = }
’’’’’ Privare 3ub crdBappy Click() T‘ omE o
& ingHappy.Fioture = LoadPicture [T\Program Files\Micro=zof: Visual = yl‘mmn(llm
) End S = 2§ Forme
A [ B froMyFrs
g =] Privatse Suo Yorm Load()
fralyFicat.Lefr = (3Screen.Videh -« fenfyFirer.¥ideh) / 2
¥V & frufyFirst.Top = (Screen.¥Widch - 2rmfyFirsc.Height) / 2
End %5
=-f= I
=l
249 5
Bo
am
8 ~
‘m
{<| >
v -
| Progusties « ey !]
w | Myl fom .l

Run your program and click the command button. An image like that
shown in Figurel3.2 appears. Save your project and click the Close
window to terminate the program. To save, Select File, Save Project.
The Save Project option saves every file iasydur project as well as a
project description file with the filename extensidBP. Visual Basic
asks first for the filename you want to assign to your form. Visual Basic
then asks for a project for the project description file. Answer No if
Visual Basic asks to add the project to the Source Safe library.
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Example 2

Create an application to look like what is shown in.#go include a
label, a textbox (where the secret characters will be entered), an image,
and two command buttons.

~ Projecty ~Microsoll Visual Basic [design] - [frmPassword [Form)]
03 Ele Bk Yow Pujpct Fgoe: Qebeg Bun Query Disgam Took 3adins Window e =@ %]
B-a-VEHE 5 » I MFAWRED T 00 i1 eusxsetd

| Gecers | e 'Tyn prassward ) Ccm o
x | B Projecti (Proje
'\ m - A = 25 Forme

B fridsscm)

] fypo the secret

- : . password below
¥ &
= : : i

ORI &

am s : DS : : 1nr-u=uuali

Fig. 24

Guide to the solution

Set these controls and properties on the form:

Control Property Name Property Value
Form Name frmPassword
Form Caption Try a password
Form Height 5610

Form Width 8475

Image Name imgPassword
Image Border Style 1-Fixed Single
Image Height 1890

Image Left 3000

Image Stretch True

Image Top 2640

Image Width 2295

Label Name IbIPrompt
Label Border Style 1-Fixed Single
Label Caption Type the secret password below
Label Font MS Sans Serif
Label Font &e 14

Label Font Style Bold

27¢
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Label Height 855
Label Left 2520
Label Top 600
Label Width 3375
Text box Name txtPassword
Text box Height 375
Text box Left 3360
*

Text box PasswordChar
Text box Text

(Leave blank by clearing the default value)

Text box Top 1600

Text box Width 1695

Command button Name cmdTest
Command button Caption &Test Password
Command button Left 6360

Command button Top 3000

Command button #2Name cmdEXxit
Command button #2Caption E&xit
Command button #2Left 6360

Command button #2Top 3720

Add the following code seen on the screen in.Z5go activate the

passworebased form:

25 Projecty ~Microsofl Yisual Basic [design] - [frmPassword (Code))

03 Ele Ek Yew Pokct Fgne: Qetog Bun Query Dpsgam Jook 3addns Window e &%
P-o-" FH& o » I R MERERED 1y
X femdten - [own 7] SRR
Lzl Private 3up cmdExit_Click() = Ol o
X End [~ I Projectl (Proje;
End Sub = 12§ Forme
A @ B frnascm
=i Privats Sub ondlest_Click()
‘This avent procedurs XeCULEs AN 200N A2 Lhe Wler wvants
vV & 'to test the entered passeord
If txtPassvord,Text = "Zsme® Then
'Success! Fasavord macched
pt Besp
S4 ; Beep 'Nowv, diaplay the picrure
é o imgPassvord,Ploture = LoadPicture (¥C:)\Program Files\" _
¢ "Microsofe Visual Studio\Common)Graphics) HetaFile\ "
Ak B ¢ "Busineas\coins.wnt™)
& ~ iblPrompt.Caption = "Show m= the money!'"
Else
n % IplPrompt . Caption = *Urong passsword - Try agsin®
Ii cxtPassword.Texe = " 7 ‘Erase oid password
txtPassvord, SetFocus Puc focus= on text box
End It
End Sub

Fig. 25

After running the application, you have what is showRig126 below:
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=I5 )

W Ty pasewor s

' Show me the money! =18 Bl

= |~ D Project! (Proje
= 58 Formre
D) hrodasamn

4.0 CONCLUSION

The Project window and the propés window are very important to
features of the Visual Basic programming environment that are of
immense importance to the programmer.

5.0 SUMMARY

We have studied the importance of the project window and the property
window.

6.0 TUTOR-MARKED ASSIGNMENT

.Create an application with three multiline text boxes. Make the text
boxes tall enough to display three or four lines of text. Give the first one
a vertical scrollbar, the second a horizontal scrollbar, and the third both
kinds of scrollbars. In alhe three text boxes, supply the default text
AType hereo. Il n addition to the
button, so the user can press Alt+X to termirtagprogram.
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UNIT 3 CREATING MENU APPLICATIONS
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Creating Menu Aplications
3.2 Adding a PuiDown Menu

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References /Further Reading

1.0 INTRODUCTION

One of the basic features of the Graphical User Interface (GUI) ig that
enableghe user to select theperations to be performed through menus
with the aid of the mouse. In this unite students introduced to the
rudiments of creating a menu application.

2.0 OBJECTIVES

At the end of this unit you should be ableidentify the steps involved
in creating visual basic applications with menu.

3.0 MAIN CONTENT

3.1 Creating MenuApplications

You can generate menus for your applications using the application
wizard. After you click the menu options and submenus you want in
your applications, th Application wizard generates the appropriate
menu controls and places them in the generated application.

The Toolbox window does not contain any memeation tools.
Instead, Microsoft offers a special menu tool called the Menu Editor,
shown in Figue 14.1 that you use to create menus. From the Form
window, you can press Ctrl+E to display the Menu Editor.

The Menu Editor helps you design menus for your applications. In a
way, the Menu Editor actas a Properties window for the menu bar
because yowill designate the names of the menu controls as well as the
captions that the users see on the menus and other related information
from within the Menu Editor.
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O Dde Ywn Zoect Poos Debop 2 Qury Opgen Dok Addie Syeiee tel
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= Prapss., £
¢ start J

Fig.27

A menu bar offers a special kind of control thetslyour select options

and issue commandV Menu bar

s NARWRAN T ar 3 0 s a0

Fig.28

Fig. 28displays the menu bar and its parts.

Practice creatingienu applicatins with the followingexercise
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SELF-ASSESSMENT EXERCISE1

Create an application with three menu options and a |xloeir screen

should look like what you have in FigQo.

" Profecty - Microsof( Yisuat Basic [design] - [frmmMena (Form)]™
03 Ele Bk Yow Pojpct Fene: Qebug Bun Query Disgam Jook #ddins Window el

P-ro-MEE m » s MEPQAWREAD T ows0s Feuscan
 p—tl = 2 e et | £

Geerd_ Ol &

3 b Loor Mesge = ynoﬁmtmn

A m i bld'"h"Mmm

=l

vV &

oo EEEEWERNSNGN

am

f ~

=

@

frm™eny Fom .l
. S >_frame)

Fig.29

Guide to solution

To create the menu bar, click the form and press Ctrl+E to display the
Menu Editor.

1 Type &File for the Caption field. As with all other Visual Basic

= =4

282

values, the ampeaad indicates that the F will be the accelerator
key for the menu selection. As you type the caption, Visual
Basic displays the caption in the Menu control list box in the
bottom half of the Menu Editor.

Press Tab to move to the Name field. Tab and Ehafb shift

the focus between the Menu Editor fields.

TypemnuFilefor the name of the first menu option.

Leave all other fields alone and click the Next button to prepare
for the remaining menu bar options. The Next button lets the
Menu Editor know thatqu are through with the first option and
want to enter another.

Type &Color for the next menu bar caption and typsmuColor

for the name.

Click Next to add the next item.
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1 Type &Message for the third and final menu bar caption and type
menu Message for theaption. Your Menu Editor should look
like the one in FigO0.

sv Project] - Microault Visul Basic | deaiyn]

D Tt Yww Sroomct Pomat Qebug Bun Query Owgram Jook addine divdow tee
» e HNEHEREAMD

o0 37 4800 x 3600

\uml Prajectd
mm o

= W Fumme
©3 PFermi (Formi)

[Formt Form
Alphabetc | Catwgortzed |

Taive ) Formt

Aptes oo 1%

AL O o ooy Fabie

60 Cor 0] avwonoooors
Sice e 1 v 2 - Swatie

elojela] [(Hee ] twex | owee |

e
O chor

|l Contrus True

Cortroition True

[Cravode 13 - Copry Pen
Dram 2 yie 0 - Sokt
Cramwidth 1

rrathed True

e che W vocomoon
P yvis 1 - Traneparent
rooe N5 Sane Sar?
Pt Trarvparset Trus

ForaColor W wocomooion
[HarsDC Trus

gt

Fig.30

3.3 Adding a Pull-Down Menu

You can either create ptdlown menus agou build the menu bar or add
the menus later. If you create the complete menu bar first, hovesver

youbve ndonhei s exercise, youol | have to ir
their respective locations when you are ready to add them. The Menu
Editorés I nsert button | ets you do just t

SELF-ASSESSMENT EXERCISE?2

Add three checked options: Blue, Green, and Rethdsecond menu,
Colour. These colors will be mutually exclusive; the label will not be
able to be all three calios at once, but only one caoloat a time. Such
colours make perfect candidates for checked menu options. Your
application should like Figer 14.5 after running. Also, include a
submenu to the Message menu. Let it contain the checked messages
displayed in Figurd4.6and include a separator bar as shown.
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Follow these steps to do these:

Open the Menu Editor

Click the Messag option in the Menu control list box to
highlight that option.

1 Click the Insert button and right arrow button three times to add
three empty rows for the Color menu options.

Hi ghlight the first blank row where yo
Type &Blue for tke caption and mnuColorBlue in the Name field.
When the user first runs the program, the Blue option will be
unchecked to indicate that Blue is not currently selected.

Click Next to enter the next option.

Type &Green for the caption and mnuColorGreen | Name

field of the next option.

Click Next to enter the next option.

Type &Red for the caption and mnuColorRed for the name of the
next option.

1 The Red option is to be checked when the user first starts the
program. Therefore, click the Checked fiétdplace the check
mark next to Red.

Close the Menu Editor and run your application.

To add the Message menu, display the Menu Editor and click the
row beneath &Message in the lower half of the Menu Editor to
prepare the Menu editor to receive the nexioopt

Follow the steps as for the Color menu.

To create the separatbar, after entering the first item, clicks
Next and type a singlayphen {) for the caption (all sepaa

bars have this caption). Type mnuMessageSepl as the separator
bar éds name.

1 Fix the other options appropriately and run the application.

T
T

= =4 = =4 = =4 = =4

= =

To finalise the menu witla code:

1 Open the code window and type the code shown in FigiBes
&34. The code controls the | abel ds col
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Fig.33

Fig.34
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